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Abstract. Recently, Atangana and Batogna suggested a new numerical scheme to solve linear and non-
linear equations with classical and fractional differential operators. The method can be understood as a
combination of forward (or backward) approximation and the Adams-Bashforth one. This paper further
presents the application of the new method to a linear and non-linear partial differential equation with
integer— and non-integer—order derivative. The stability and convergence analyses are presented in detail.
Some simulations are done to verify the efficiency of the new numerical scheme for solving linear and
non-linear equations.

1 Introduction

It is well known that some non-linear ordinary differential equations can be solved very efficiently using the well-known
Adams-Bashforth method. The method is known to be efficient in solving even the most unstable natural occurrences,
including chaotic models and biological models [1-3]. So far, one can say that it is the most used method for solving
non-linear and unstable ordinary differential equations with classical and non-local differential operators [4-10]. Most
recently, this model was extended to the realm of partial differential equations with integer— and non-integer—order
derivatives by Atangana and Batogna in their paper [11]. Their method is thus a mixture of the forward/backward
approximation on space and the Adams-Bashforth one in time. In this work, we will use this method to solve numerically
linear and nonlinear partial differential equations with fractional differential operators with singular and non-singular
kernel. We note that this model is a non-linear partial differential equation that describes a very important physical
problem. We shall recall that, when the equator of the pole energy moves from one position to another through
heat diffusion, the energy balance model is that of reaction diffusion, which can be described by the Chafee-Infante
equation [12]. On the other hand, to check the accuracy of this model for solving linear equations, we study the
perturbed heat model with classical and non-local derivatives. The structure of the work is as follows: The new
numerical scheme is presented in sect. 2. In sect. 3, we present the application to the linear equation with detailed
stability analysis. In sect. 4, the method is applied to a nonlinear differential equation. In sect. 5, we apply the method
to the well-known Chafee-Infante equation with Caputo fractional derivative and, finally, numerical simulation in
sect. 6.

2 Atangana-Batogna numerical scheme

To accommodate researchers that are not aware of this newly introduced method, we present, in this section, the
derivation of the method for a general partial differential equation with local and non-local derivatives. We start with
a general partial differential equation with local derivative. In their paper [11], Batogna and Atangana considered the
following general partial differential equation:

ou(z,t) = Lu(z,t) + Nu(x,t), (1)
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where L is a linear operator and N is a non-linear operator. Then, they applied the Laplace transform on both sides

of eq. (1) to make it an ordinary differential equation, thus obtaining

8,U(P,t) = LU(P,t) + NU(P,t), (2)
OV (t) = LV(t) + NV (1), (3)

with U(P,t) the Laplace transform of u(x,t) with respect to space and V(¢) = U(P,t). Thus eq. (3) can be converted
to

V() =F(t,V). (4)
Then they applied the well-known Adams-Basforth scheme on eq. (4) and obtained
3h h
Vn+1 = Vn"_?Fn_ §Fn71a (5)
Vi =V(tn), (6)
E, = F(tn, Vp). (7)

After that, the authors applied the inverse Laplace transform on both sides of eq. (5) to obtain

w(x,tnrr) = u(x, t,) + %F(tn, u(zw, ty)) — gF(tn_l,u(x,tn_l)). (8)

To conclude, they applied either the backward or the forward Euler approximation in space to obtain

3h . h .
w(wi, tnyr) = u(w;, ty,) + ?Fz(tn,u(x,tn)) — §Fz(tn,1,u($,tn,1)), (9)
or
3h i1 b
wW(Tigp1,tny1) = w(@ig1, tn) + ?F (tn,u(z,t,)) — §F (tn—1,u(z,tph—1)). (10)

They presented a detailed error analysis, which can be found in [12]. For fractional partial differential equations with
Caputo derivative, using the same derivation, they obtained the following:

w(@,tni1) = u(z, tn) + AL F (tmu( tn)) = By F(tn-1,u(z,tn-1)), (11)
o he (n + l)a a+1 _ (n + 1)a+1
5= 77y — "
o hY [(n+ 1) notl — (n+41)att
B = I'(a) ( a a ) ’ (13)

Thus, they used forward or backward approximation on space obtaining
w(@i, tny1) = i ty) + A2 F (ty, u(x,t,)) — BEF (t, 1, u(z,ty_1)), (14)

or 4 '

Wi 1,tni) = w(wi1,tn) + AYF " (b, u(z,t,)) — BEF ™ (t, 1, u(z, t,_1)). (15)
3 Application to the perturbed heat equation
In this section, we solve numerically the perturbed heat equation with classical and non-local differential operators.
We shall start with the classical version.
3.1 Numerical solution of the perturbed heat equation with integer— and non-integer—order derivatives

The partial differential equation under analysis here is given as

Opu(z,t) = 8§_’zu(x, t) + eu(zx,t), (16)
u(z,0) = g(z). (17)
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Equation (16) occurs in the heat flow system that occurs in real-world situations and, also, it finds application in
chemical reactions. Thus applying the first step of the new numerical scheme on eq. (16) we obtain

3h h
u(x, tp1) = ulx, ty,) + 7F(tn,u(x,tn)) - §F(tn,17u(x,tn,1)), (18)
F(ty,u(z,t,)) = (‘ﬁmu(x, tn) + eu(z, ty,), (19)
F(tp—1,u(z,ty,_1)) = 3373#(50,%—1) + eu(x, tp_1). (20)

Now applying the second step on eq. (16), thus using the forward Euler approximation on space, we obtain

3h h

u(xiatn—i-l) = U(l’i,tn) + ?Fl(tnau(xatn)) - §Fi(tn—17u(xvtn—1))7 (21)
i,tn -2 i— 7tn i— atn
Fltn, ulz, tn)) = @i, tn) — 2ufz 112 ) +ulzis )—i—eu(gci,tn), (22)

Wi, tn—1) — 2u(Ti—1,tn—1) + u(zi—2,th_1)

F(tn_l,u(:r,tn_l)) = l2 +6U(£L’i,tn_1). (23)
Thus
3h ivtn) — 2 i—1,1 i—2,Tn,
u(xhtn-i-l) = u(xutn) + ? <U($'m n) U(-T'L 1127 n) + U(mz 25 L) + GU(in,tn))
h iatn— —2 i— atn— i— ;tn—
-l (u(x 1) — 2u(z 1l2 1) +u(zi—o,th_1) n eu(xi,tn1)> . (24)
If we put, for simplicity, u(x;,t,) = ul’ the above equation is converted to
3h [ul —2u? | +u? hofur™t —2u 4 u)
n+l _ , n i i—1 i—2 n i i—1 i—2 n—1
ur ™t =g +2< B +eui) ~3 ( B + eu; . (25)
Rearranging, we obtain
3h 3h [ —2ul |+ ul hoful ™t = 2ul ) 4wl
n+l _ n 1—1 1—2 ) i—1 1—2 n—1
ot () o 3 (P (M )

We next consider the fractional version of the heat equation. The fractional partial differential equation under analysis
here is given as

S DCu(x,t) = 92 qulx,t) + eu(w,t), (27)
u(z,0) = g(x). (28)

Equation (27) is able to describe the diffusion of heat in elastic media, and the effect of memory is thus included
into mathematical equations via the convolution of the power law and the rate of change; the parameter € is a small
perturbation term. Thus applying the first step of the new numerical scheme for the fractional case on eq. (27) we
obtain

w(@, tny1) = uw(x, tn) + AN F (tn,u(z, tn)) — Ba F(tn—1,u(x, th-1)), (29)
Fltnsu(r, 1)) = 32 i, ) + culi ), (30
F(tn_1,u(x,t,_1)) = (93Lu(x, tno1) + eu(x, tp_1), (31)
o h* [(2(n+1)* —n" B notl — (n+41)att
An = I'(@) ( e o ) ’ (32)
o ho (’I’L + l)oz na+1 _ (TL—l— 1)a+1
B = I'(@) ( ! + a ) ' (33)
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Application of the second step of the new numerical scheme for the fractional case yields

w(i, tns1) = (@i ty) + A2 F (ty,u(x,t,)) — BEF (ty_1,u(z,ty_1)), (34)
i,tn -2 i— atn + i— 7tn
F(tn,u(zi,t,)) = @i tn) = 2u(z l12 ) ul@i-z tn) + eu(xy, ty), (35)

w(xi, tn—1) — 2u(@i—1,tp_1) + u(xi—2,tn_1)

Fltno e to) = 12 + eu(wi, tn-1), (36)
o h* (2417 —n  p = (1)
Ay = I'(a) ( a o ) ) (37)
a n a na+1 —(n a+1
Bn = Fiza) (( J;l) * (a+1) ) : (38)

Nevertheless, the above eq. (34) can be converted to

Tj—1, tn) + u(l‘i_g, tn)
12

sy tn) = (i, ) + A2 (“(x“t") — 2 + w(zi,tn))

o (W@ tn—1) = 2u(@i—1,th—1) +u(xi—o,tn_1)
_ po ( : +eulaitn 1)), (39)
Thus
ult — 2ul | +ul u =2l )
un+1:un+Aa( % i—1 i 2+€un>_Ba< % i—1 i—2 +€Uﬂ_1 ] (40)
7 7 n l2 7 n l2 7
Rearranging, we obtain
n+1 n [ An o o [ 2u Uiy o (Tt = 2wl ) n—1

u T =y 52 +1+A%e ) + Ay — 5 ) B 2 + eu; . (41)

3.2 Stability analysis

In this section, we present the stability analysis using the method used for solving classical and the non-local derivatives.
Here we give the following definition for the round-off error €'

€ =L —ho, (42)

?

with, of course, ul’ as the solution of the discretized eq. (42). The difference equation error is linear, thus,
e = explat] exp[jkmz]. (43)

Replacing eq. (43) into eq. (41) yields

[e3

A
expla(t + At)] expljkmx] = explat] exp[jkmx] (2;5 +1+ Aze>

LA (—2 explat] exp[jkm, (z — Aac)]l;— explat] exp[jkm, (v — 2Ax)] )
- 55 (55 (cxplatt = A0)] explib) — 2explolt — A0) explion (2 — 40)])
- 55 (57 (cxplatt = A0)] expliba — A)) + cexplalt = A0 explina ). (42

The above can be further simplified as

Ao —9H,, exp|—jkm Az] + H,, exp[—2jkmn A
H,, 11 expladt] = (212 +1+ Aﬁe) + Ap ( xpl=] x]lg P2 33])

1 ) 1 .
— By (212 (Hp—1—2H, exp[—]kmAx])) — By (2[2 (Hy—1 exp[—jkmAx]) + eHn1> . (45)
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We have, in addition to the above, that

n+1
explaAt] = —— (46)
The numerical scheme will be stable if
entt
lexplaAt]||| = ‘ L <1, Vn>0. (47)
In other words, we shall prove, via the induction formula, that
[Hg1ll < [|Holl, Vn =1, (48)
with
A(X
H,,1=H, 1+ A
n+1 (2l2 + 1+ )
o ((—2H, exp[—jkmAz] + H,, exp[—2jk., Ax]
+ A 2
« 1 - «@ 1 .
- B? Y] (H,—1 — 2H,,—1 exp[—jkn,Azx]) | — By BE (Hp—1exp[—jkmAx]) +eHp_1 | . (49)
Thus, taking n = 0, we have
Af —2H, —jkm A H —25kn, A
Hl—HO(QlQ+1+A“>+A8< 0 exp[~J x]lj 0 exp[=2] x]). (50)
Now, taking the absolute value on both sides of the above yields
o _ A
The stability is achieved if
1
?<-. (52)

€

We now assume that Vn > 0, so inequality (48) holds, and now we evaluate it for n + 1:

) H n HAi (—2Hn exp|—jkm Az] + Hy, exp[—QkaAx}> H

12

Il < ol | (55 1+ 436

! 1
o ot o)

57 (Hp—1 exp[—jkmAx]) + eHnl) H . (53)

Using the inductive formula and also the inductive hypothesis, we have

Az | By 1
) < | Holl | (52 +1+A%e =22+ 2 B (e4 .
Il < ool | (5 + 1+ ave— 2+ 28 -3 (e ) ). oy

The inequality is achieved if
B2 < A2, (55)

and the above is true for Vn > 0. Since the process is true for n + 1 by the induction principle, the scheme is stable
unconditionally because all inequalities are true for all natural numbers. We next present the stability for the classical
derivative,

. . 3h 3h (—2H, —jkmAx]| + Hy, —2jkp,, A
HnJrl exp[A;I;Jk;m] =H, GXp[ijk‘m] (212 +1+ ) + 7 ( GXp[ J x]ZQ eXp[ J l'])

h (Hn1 exp|Azjkm] — 2H, 1 exp|—Azjky,] + Hy—1 exp[—2Axjky]

5 B +eH, 1 exp[ijkm]> )

(56)
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Thus, after simplification, we obtain

B 3h 3h (—2H, exp|—2jk,, Azx| + H,, exp[—3jkm 4]
Hn+1_Hn(212+1+6>+2( l2
h (Hy_1—2H,_ —2Axjkm] + Hy —3Azxjkm,
L e ] (57)
Again, as done before, we establish the stability if the following condition is reached:
21% < h. (58)

4 Application to the non-linear equation

In this section, we solve numerically the perturbed heat equation with classical and non-local differential operators.
We shall start with the classical version.

4.1 Numerical solution with classical differentiation

The partial differential equation under analysis here is given as

Opu(x,t) = 92 Lu(w, t)u’(z,t), (59)
u(z,0) = g(x). (60)

Equation (59) is a non-linear equation. Nevertheless a direct application of the first step of the new numerical scheme
on eq. (59) leads to

w(x, tngr) = u(z, t,) + %F(tmu(m,tn)) - gF(tn_l,u(aj,tn_l)), (61)
F(tn,u(z,ty)) = 3§7xu(a:,tn)u2(:v,tn), (62)
F(tp_1,u(z,ty—1)) = 83)Iu(x,tn,1)u2(x,tn,1). (63)

Thus applying the second step of the suggested method on (59), again making use of the forward Euler approximation
on space, we obtain

3h h

w(wi, tny1) = ul(ag, ty) + EFi(tn, u(z,tn)) — §Fi(tn_1,u(x,tn_1)), (64)
Fltn, u(an, t)) = w(Tg, tn) — 2u(wi,l12, tn) + u<xi72’tn)u2(mi,tn), (65)
Fltn 1, u(, b)) = AEitn=) = 2“(“*1/;”*1) Fu@inten) Loy, (66)
Thus,
w(wi, tny1) = ulag, ty) + % (u(mi,tn) - 2u($i72, tn) +u(®i—2,tn) I u2($i7tn))
B g <u(xl-,tn1) — 2u($i71l,2tn71) +u(ri—2,th—1) " u2(xi,tn1)> . (67)

We put u(x;,t,) = ul, such that eq. (67) becomes

3ho[fu® —2u | +ul hofuf™t = 2ul T+ ul)
u?+1 _ u;n + 7 < i zl21 i 2(11,?)2) o ( i ;2 1 i—2 (U?_l)Q . (68)
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4.2 Numerical solution with fractional differentiation

We next consider the fractional version of the non-linear equation:

OCDtau(;L’, t) = aixu(z, t) + eu(x, t), (69)
u(z,0) = g(x). (70)

Applying the first step of the new numerical scheme for the fractional case on eq. (69) yields

W@, tni1) = u(@, ) + AL (to, ulw, 1)) = BEF (b1, u(@, b)), (71)
F(tn, u(z,t,)) = 07 yu(w, tn)u? (x, tn), (72)
F(tn*hu(xvtnfl)) = 5§,$u(x,tn,1)u2(x,tn71)7 (73)
o D™ 2+ D) —n>  pot = (n4 1)
Ay = I'(a) ( o o > , (74)
a h< (TL + 1)a na+1 _ (n + 1)a+1
B”_F(a)( a a ) (75)

Application of the second step of the new numerical scheme for the fractional case yields

Wi, tng1) = w(wg, ty) + AYF (t, u(x,t,)) — BEF (tn_1,u(z,th_1)), (76)
Ftn,u(zity)) = 8t tn) = QU(xillg’tn) - u(xFQ’tn)uz(wi,tn)a (77)
F(tn o, (b)) = 0 tnot) 22U ) E i toct) g ) (78)
Ao = Fiz‘;) <2(n + 10)[0‘ —nY B notl — (;L + 1)0‘+1) , (79)

o o atl _ at1
B - Fiz@) <(nq;1) L (Z+1) ) (80)

Nevertheless, the above equation can be converted to

Wi, tsr) = w(@e by) + A (U(%‘,tn) —2u(wi_1,tn) + u(wi_2,tn) (u(xi,tn))z)

l2
o (u(Titn_1) — 2u(zi—1,tn—1) + u(zi—a,tn_1)
_Bn ( ) 'n 7 12n i n (u(aji,tn_1))2 . (81)
Thus
n ny g (W T2t UL, o (w2
ui+1 = Uy +An ( l21 2(“‘1’ )2> _Bn ( 12 : : (ui 1)2 . (82)

5 Application to the Chafee-Infante equation with the Caputo fractional derivative

We devote this part to the analysis of the Chafee-Infante equation, which takes into account the power law memory
described by the Caputo fractional derivative. The mathematical equation under investigation here is given as

The above equation was introduced by Chafee and Infante in their work [12]. This equation is a scalar reaction diffusion

model. It is also a deterministic parabolic equation. In this section, we apply the new numerical scheme to the extended
model able to describe also the power memory in a reaction diffusion,

OCDf‘u(x, t) = ngzu(x,t) + Au(z, t) — )\u3(a:,t), (84)

u(z,0) = g(x). (85)
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As done in the previous section, we can apply the first step of the new numerical scheme, which produces

W@, tny1) = w(@, tn) + ALF (tn, u(z,t,)) — BeF (th—1,u(z, th_1)), (86)
F(tn u(, 1)) = 02 u(w, 1) + Mu(z, ta) = (2, 1)), (57)
F(tp_1,u(z,t,_1)) = 3§,$u(x,tn_1) A, tnt — 63 (@, tn1))), )
BT (Ant )R —nt net = (g 1)t
An = I'(e) ( a o ) ; (89)
o _ he (TL + l)a notl _ (n + 1)a+1
Bn = I'a) ( a + o ) . (90)

Application of the second step of the new numerical scheme for the fractional case yields

u(xiatn+1) = u(xiatn) + AgFi(tnau(xvtn)) - BgFi(tn—lvu(zvtn—l))a (91)
U(./L'“tn) - 2u(xi717tn) + U(fif%tn)

F(tnvu(l'zytn)) = 2 + )\(U(x“tn) _ U3(xi,tn)), (92)
Fltaos u(a, tyy)) = W00t 220 o) 20 tnct) g, ) -l b)), (99)
a _ he 2(n+1)* —n® 7 notl (n+ 1)a+1
An o F(a) < o a ) ) (94)
a h& (n + 1)a naJrl _ (TL + 1)a+1
= T < a a ) ' (95)

We reformulate the above equation as follows:

iatn _2 1— 7tn + 1— 7tn
W@, tns1) = ul@i, tn) + A (“(x ) = 2ulw B )+ @i )+)\(u(a:z-,tn)—u?’(xi,tn))>

iatn— -2 i— atn— i— ’tn_
~ B® (u(x D) = 2u(x 112 )+ ul@iogtar) | AMu(zi,tn—1) — u3(mi,tn1))) : (96)
Thus
n_oun 4 qn
Y L “721 B2 Mulei ta) - ug(wi»tn)))
n—1 n—1 n—1
=1 oyl g
_pe (“ ST Al ta) u3(xz-,tn>>> : 1)

Rearranging, we obtain
ADL
ultt =l <2;2l +14+ApN1 - (uf)2)> + Ay (

n—1 n—1 n—1
u; —2u; | +u;_
- By ( 2 : 2 A, taor) — UB(xz‘,tnl))> : (98)

—2ui’ y + “?-2)
2

The above numerical scheme can be used to generate numerical simulations and this shall be presented in the next
section.

6 Numerical simulations

In this section, we will present the numerical simulations for the solved equations. We will present these simulations
for @ = 0.8. These are shown in figs. 1 and 2 for o = 0.8, we also present the contour plot of the exact and numerical
solutions in figs. 3 and 4, respectively. In eq. (82) we consider the parameter “a = 0”7. We present the numerical
simulations of the exact and approximate solutions as depicted in figs. 1 and 2, for o = 0.8, the contour plots of the
exact and approximate solutions are shown in figs. 3 and 4 for a = 0.8. The comparison of the exact and numerical
solutions leads to the conclusion that the used numerical method is highly accurate and a powerful mathematical tool
for solving fractional partial differential equations.
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New mmeriwg.l sblution 6=0.8

Fig. 1. Numerical solution with the Atangana-Batogna scheme for av = 0.8.

Exacte sulmtun, a=0.8

Fig. 2. Exact solution for a = 0.8.

Fig. 3. Contour plot of the numerical solution with the Atangana-Batogna scheme for a = 0.8.
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Fig. 4. Contour plot of the exact solution for @ = 0.8.

7 Conclusion

In this paper, we employed the new numerical scheme suggested by Atangana and Batogna to study the numerical
solutions of linear and non-linear equations with local and non-local operators of differentiation. Their numerical
scheme is as stable as the well-known Adams-Bashforth method for ordinary differential equations. The method is the
combination of finite difference method, integral transforms, fundamental theorem of calculus and Lagrange polynomial
interpolation. We presented in detail, for the non-local and local linear equations, the stability of the method using
the inductive method. Some examples and simulations are presented. This method is especially powerful for fractional
differential equations as it can be represented without the summation that always occurs while approximating a
fractional derivative with the commonly used finite difference method.
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