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Abstract. In this paper, we investigate theoretically a model of charge regulation of a single charged planar
surface immersed in an aqueous electrolyte solution. Assuming that the adsorbed ions are mobile in the
charged plane, we formulate a field theory of charge regulation where the numbers of adsorbed ions can
be determined consistently by equating the chemical potentials of the adsorbed ions to that of the ions in
the bulk. We analyze the mean-field treatment of the model for electrolyte of arbitrary valences, and then
beyond, where correlation effects are systematically taken into account in a loop expansion. In particular,
we compute exactly various one-loop quantities, including electrostatic potentials, ion distributions, and
chemical potentials, not only for symmetric (1, 1) electrolyte but also for asymmetric (2, 1) electrolyte, and
make use of these quantities to address charge regulation at the one-loop level. We find that correlation
effects give rise to various phase transitions in the adsorption of ions, and present phase diagrams for (1, 1)
and (2, 1) electrolytes, whose distinct behaviors suggest that charge regulation, at the one-loop level, is no
longer universal but depends crucially on the valency of the ions.

1 Introduction

Electrostatic interaction plays a crucial role in many phys-
ical processes in soft matter and biological systems that in-
volve charged surfaces and ions in aqueous solutions [1–4].
The standard quantitative approach to study charged sys-
tems, in general, and charged surfaces, in particular, is the
Poisson-Boltzmann (PB) theory, which is useful in evalu-
ating the electrostatic potential, the ion distributions, and
the electrostatic free energy, and provides an accurate de-
scription when the surface charge density and salt con-
centration are sufficiently low [3]. However, the PB theory
fails spectacularly for systems that contain highly charged
surfaces or the multivalent salts [5–7]. In these cases, the
correlation effects, which the PB theory neglects, become
important [8–12]. For example, the PB theory cannot ex-
plain experimentally observed phenomena (attributed to
correlation effects) such as charge reversal [5, 7, 13] and
like-charge attraction [14–18].

Moreover, many experiments [19–24] provide evidence
for the fact that the counterion distribution, though it
follows the functional form of the Gouy-Chapman solu-
tion [25,26], must be fitted with an effective surface charge
density that is less than the original one. This devia-
tion from the PB theory is attributed to the commonly
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used boundary conditions at the charged surface, known
as constant charge boundary condition and constant po-
tential boundary condition. Therefore, a third boundary
condition, known as charge regulation boundary condi-
tion, has been introduced [27–30]. In a nutshell, charge
regulation takes into account of processes that promote
ion adsorption (either counterions, co-ions, or both) onto
the surface, thereby renormalizing its surface charge den-
sity. One mechanism for counterion adsorption may be
due to the Coulomb interaction itself. Since the counte-
rions and surface charge are oppositely charged, bindings
of the counterions to the surface can obviously occur and
must be accounted for. Secondly, ion adsorption may be
non-electrostatic in nature, such as chemical affinity be-
tween the ions and the charged surface, and short-ranged
attraction such as van der Waals interaction or specific
binding between the ions and the charged surface [31]. It
is clear that neither of the boundary conditions above de-
scribes a variable surface charge that is regulated by these
physical mechanisms.

The canonical model for charge regulation is proposed
by Ninham and Parsegian (NP) [27], who extend the
classical Langmuir model of adsorption of neutral parti-
cles to the case of ions onto a surface [32]. In a similar
spirit of the Langmuir model, the NP charge regulation
model assumes that the ions are adsorbed onto a dis-
crete lattice (with exclusion), and additionally, it asserts
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that the ion concentration at the surface must be equal
to the adsorbent concentration given by the Langmuir
isotherm [32]. Therefore, the derivative of the electrostatic
potential at the surface is related to a renormalized surface
charge density, which leads to a non-linear charge regula-
tion boundary condition. The NP charge regulation model
has been extensively studied to address different phenom-
ena [28, 29, 33–35], and in particular, it may give a viable
interpretation for the discrepancy between the pressure
(between similarly charged surfaces) predicted by the PB
theory and that measured by atomic force microscopy ex-
periments [21,23,24]. For example, Montes et al. [21] have
measured the force between two charged surfaces across
aqueous salt solutions containing ions of various valences,
and their data show the necessity for charge regulation,
especially for systems containing higher valence counteri-
ons, suggesting that Coulomb interaction may be one of
physical mechanisms for charge regulation.

Despite its popularity, there is a few unsettling points
that render the approximations made in the NP model
questionable. First of all, the adsorbed ions and the surface
charge density are not treated on the same footing [30]. In
reality, all surface charges are discrete, but in the spirit of
coarse-graining and mean-field nature of the PB theory, it
may still be a good approximation to treat surface density
as uniform. However, in the NP model, the original sur-
face charge is treated as uniform, whereas the adsorbed
ions are treated manifestly as discrete, since they are con-
fined to the adsorbing sites on the lattice. But, treating
the surface charges differently from those adsorbed may
not have been a consistent coarse-grained physical picture,
as pointed out in ref. [30]. Secondly, it is not immediately
transparent that the boundary condition in the NP model
follows from any physical principle, such as equating the
chemical potentials or minimizing the free energy. More
importantly, the NP charge regulation model is, at its
heart, a mean-field theory, since it is based on the PB
equation. And as it is so formulated, it is not immedi-
ately clear how to generalize the NP model to include
correlation effects that are expected to be important for
systems containing highly charged surfaces or multivalent
salts [36–38].

In this paper, we propose and theoretically explore a
model of charge regulation of a single uniformly charged
planar surface immersed in an aqueous electrolyte solu-
tion. To model charge regulation consistently, we must
have an appropriate model for ion adsorption, and a pow-
erful framework to calculate consistently the effects of ion
adsorption on the electrostatics of the system and vice
versa. First, there are, in general, two kinds of model
for particle adsorption —the Langmuir model [32, 39, 40],
where particles are adsorbed onto the sites of a dis-
crete 2D lattice with particles exclusion, and the Fowler-
Guggenheim model [41], where the adsorbed particles
form a 2D mobile surface layer, within which the adsorbed
particles are free to move laterally. Since the charged sur-
face is assumed to be uniformly charged, we opt for the
Fowler-Guggenheim model. Secondly, to consistently cal-
culate various electrostatic quantities (e.g., electrostatic
potential, ion distributions, adsorbed ion surface density,

etc.), we formulate a field theory of charge regulation
in which 1) free ions and adsorbed ions are treated on
the same footing, consistent with the Fowler-Guggenheim
model, 2) non-electrostatic bindings of ions to the surface
can also be included, and 3) the adsorbed ion surface den-
sities are determined by equating the chemical potentials
of the adsorbed ions to that of the ions in the bulk.

More importantly, our framework allows us to inves-
tigate charge regulation not only at the mean-field level,
but also beyond, where correlation effects are taken into
account systematically via a loop expansion [8–12,36–38].
In particular, we derive a set of coupled non-linear equa-
tions (see eq. (32)), valid for arbitrary valences of the ions,
from which the surface densities of the adsorbed ions can
be determined self-consistently at the one-loop level. Fur-
thermore, we explicitly analyze the model (at the one-loop
level), not only for symmetric (1, 1) electrolyte but also
for asymmetric (2, 1) electrolyte, thus allowing us to ad-
dress the role of the valency of ions in charge regulation.
Although our loop expansion is similar in spirit to those
considered in the literature [9–12, 36–38], our methods of
exact evaluation of one-loop quantities may be generalized
to study correlation effects in other problems in electro-
statics. Indeed, to the best of our knowledge, it is for the
first time that all the important one-loop quantities have
been explicitly worked out for the exotic case of (2, 1) elec-
trolyte [42].

Here is a summary of our major findings. At the mean-
field level, we find, as expected, that 1) the number of ad-
sorbed ions increases as the bare charge increases, 2) and
as the salt concentration increases, for all valences; 3) the
higher the valences, the more adsorbed ions there are, and
4) the coverage increases linearly with the pressure. The
latter behavior indicates that at the mean-field level, ions
are treated as an ideal gas. When correlation effects are
taken into account at the one-loop level, the physics of
charge regulation is drastically altered. We find that 5) the
adsorption displays cooperative behaviors for high tem-
peratures and low salt concentrations, 6) the adsorption
displays various phase transitions (first-order and second-
order) for low temperatures and high salt concentrations,
and 7) the topologies of the phase diagrams for (1, 1) and
(2, 1) electrolytes are quite distinct, suggesting that the
physics of charge regulation is no longer universal but de-
pends critically on the valency of the ions. In particular,
we observe only for (2, 1) electrolyte that 8) charge reg-
ulation leads to charge reversal, and 9) the absorption
exhibits reentrant behaviors.

The paper is organized as follows. In sect. 2, we present
our model of charge regulation in detail, formulate it as a
field theory, and use the latter to obtain consistently the
equilibrium absorbed ion densities at the surface, first at
the mean-field level and then at the one-loop level. We ac-
complish this in a few stages. First, we express the grand
partition function for a system of ions (counterions and
co-ions) in the presence a charged plane as a field theory
in sect. 2.1. We then perform, in sect. 2.2, a loop expansion
on the action functional, identify the mean-field approxi-
mation as the saddle point of the action, and obtain the
absorbed ion densities at that level. In that section, we also
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introduce an important parameter, which we will call the
charge regulation parameter, that measures the extent to
which the charged surface has been neutralized due to the
adsorption of its counterions and co-ions. In sect. 2.3, we
go beyond the mean-field approximation and obtain the
one-loop chemical potentials of the ions, through an anal-
ysis of the Green’s function (self-energy), one-loop cor-
rections to the electrostatic potential, and one-loop ion
distributions. In sect. 2.4, we derive exact expressions for
the absorbed ion densities at one loop by equating the
one-loop chemical potentials of the free ions and absorbed
ions, valid for arbitrary p, see eq. (32). This is the central
result of this paper, and the rest of the paper presents the
predictions from this result.

In sect. 3, we explore the physics of charge regulation
at the mean-field level. We first study the exact solutions
to the PB equation for p = 1 and 2 with the charge reg-
ulation boundary condition imposed, and show how the
charge regulation parameter varies with system param-
eters such as surface charge and salt concentration. We
then present the absorption isotherms, defined as the cov-
erage, proportional to the total number of ions absorbed
as a function of pressure, for arbitrary p, and show that
the coverage varies linearly with the pressure in the bulk.
In sect. 4, we first discuss qualitatively the physics of ion
adsorption at one loop and argue that correlation effects
give rise to an effective binding energy that leads to phase
transitions for the ion adsorptions under the right condi-
tion. We then present the phase diagram for (1, 1) sym-
metric electrolyte in sect. 4.1 and for (2, 1) asymmetric
electrolyte in sect. 4.2 and discuss the behavior of the
charge regulation parameter as a function of the surface
charge in different parts of the phase diagram.

We relegate most of the mathematical details to the
appendices. In appendix A.1, we discuss and obtain an
explicit expression for the Green’s function, a quantity
that is the cornerstone of the one-loop calculation. In ap-
pendix A.2, we explicitly solve for the one-loop corrections
to the electrostatic potential and discuss its behavior. In
appendix A.3, we compute the one-loop Helmholtz free
energy, which is needed to construct the phase diagrams.
Lastly, in appendix B, we list those long mathematical ex-
pressions that may have been too distracting to be placed
in the main text.

2 Field-theoretical formulation of charge
regulation

In this section, we develop a field-theoretical formulation
for charge regulation of a charged surface immersed in
an aqueous solution with a uniform dielectric constant ε.
Unlike the commonly used model of Langmuir [39, 40],
where the adsorbed particles are bind to particular sites
on the surface, our model is similar in spirit to the model
of Fowler and Guggenheim [41], where the adsorbed par-
ticles (ions in our case) are confined laterally but are oth-
erwise free to move parallel to the planar surface. This al-
lows us to treat the adsorbed ions and the free ions (those

Fig. 1. A single negatively charged plane in an electrolyte
solution, where the counterions (filled circles) of valence Z+

and the co-ions (open circles) of valence Z− are distributed on
both sides of the plane, and a fraction of them adsorbed onto it.
In equilibrium, the number densities of the adsorbed ions are
determined by eq. (13) at the mean-field level and by eq. (32)
at the one-loop level, where correlation effects are taken into
account.

ions that are not adsorbed) on the same footing and for-
mulate a consistent theory, using which important ther-
modynamic quantities associated with this system can be
computed. In particular, our framework allows us to cal-
culate consistently the chemical potentials for both the
adsorbed ions and the free ions. They are the crucial in-
gredients for our model of charge regulation because at
equilibrium, the chemical potentials for the free and the
adsorbed ions must be equal [41]. This equilibrium con-
dition yields a pair of non-linear equations (see eq. (32))
from which the number densities of the adsorbed ions can
be obtained, thus allowing us to predict the adsorption
isotherms, which can be measured experimentally, under
various conditions.

2.1 Grand partition function for a charged surface with
adsorbed and free ions

Figure 1 shows a schematic picture of our system, which
consists of N+ point-like particles of charge Z+e and N−
point-like particles of charge −Z−e, where e is the pro-
ton charge. They are distributed on both sides of a single
uniformly charged planar surface with a negative surface
charge density σ(x) = −enf (x) = −en0δ(z) (see foot-
note 1). In addition, to allow for charge regulation, we as-
sume that Na+ point-like particles of charge Z+e and Na−
point-like particles of charge −Z−e are adsorbed onto the
surface with respective binding energies ε+ and ε− (in
units of kBT , where kB is the Boltzmann constant, T is

1 Without the loss of generality, we assume that the surface
is negatively charged.
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the temperature). As we will see below, Na± will be de-
termined from the equilibrium condition that the chemical
potentials for the absorbed ions and free ions be equal.

Assuming that the particles interact only through the
Coulomb potential, we can write the total energy of the
system as

βEN±, Na± = −Na+ ε+ − Na− ε− − (N+ + Na+) V +
0

− (N− + Na−) V −
0 −

∫
d3x ρ̂(x)φ(x)

+
lB
2

∫
d3x

∫
d3x′ ρ̂(x)ρ̂(x′)

|x − x′| , (1)

where the first two terms represent the non-electrostatic
binding energy of the ions, β ≡ kBT , lB ≡ e2/(εkBT ) ≈
7 Å is the Bjerrum length in water at room temperature,
φ(x) ≡ lB

∫
d3x′ nf (x′)

|x−x′| is the external potential due to the

presence of the charged surface, V ±
0 ≡ 4πZ2

±lB
2

∫
d2q

(2π)2
1
2q

are the bare (infinite) self-energies of the free ions and
the adsorbed ions2, and ρ̂(x) is the total charge density
operator for the system, defined as

ρ̂(x) = Z+

N+∑
i=1

δ(3)(x − x+
i ) + Z+δ(z)

Na+∑
i=1

δ(2)(r − r+
i )

−Z−

N−∑
i=1

δ(3)(x − x−
i ) − Z−δ(z)

Na−∑
i=1

δ(2)(r − r−i ),

where the first and third term represent, respectively, a
set of N+ positive and N− negative charges located at x+

i

and x−
i , and the second and fourth term represent, respec-

tively, a set of Na+ positive and Na− negative adsorbed
ions that are confined to z = 0 and located at r+

i and r−i
in the plane.

The canonical partition function for this system is

ZN±, Na± [φ(x)] =
1

N+!

⎛
⎝

N+∏
i=1

∫
d3x+

i

a3
+

⎞
⎠

× 1
N−!

⎛
⎝

N−∏
i=1

∫
d3x−

i

a3
−

⎞
⎠ 1

Na+!

⎛
⎝

Na+∏
i=1

∫
d2r+

i

a2
c+

⎞
⎠

× 1
Na−!

⎛
⎝

Na−∏
i=1

∫
d2r−i
a2

c−

⎞
⎠ e−βEN±, Na± , (2)

where a± are the ionic sizes of the positive and nega-
tive free ions, respectively, and ac± are the ionic sizes of
the positive and negative adsorbed ions, respectively. In-
troducing the chemical potentials (in units of kBT ), μ±
and μa±, for the free and the adsorbed ions (positive and
negative), respectively, we can write, after performing the

2 The self-energy arises from the fact that the last integral in
eq. (1) contains terms that are evaluated at x = x′. See ref. [8].

Hubbard-Stratonovitch transformation [43,44], the grand-
canonical partition function as

Zμ±, μa± [φ(x)] = N0

∫
Dψ(x) e−S[ψ(x),φ(x)], (3)

where ψ(x) is the fluctuating field, N0 is the normalization
constant, and S is the action functional

S =
1

B

∫
d3x

{
1
2

ψ(x)[−∇2
x]ψ(x) − Λ+ ep[ıψ(x)+Zφ(x)]

−Λ− e−[ıψ(x)+Zφ(x)] − Λa+ep[ıψ(x)+Zφ(x)]δ(z)

−Λa−e−[ıψ(x)+Zφ(x)]δ(z)
}

, (4)

where, for simplicity, we have assumed, without loss of
generality, that Z+ ≡ pZ− ≡ pZ and rescaled the field
by ψ → Zψ. We have also defined the modified Bjer-
rum length by 
B ≡ 4πZ2lB , and four important pa-
rameters by Λ± ≡ 
B [exp(μ± + V ±

0 )]/a3
± and Λa± ≡


B [exp(μa±+V ±
0 +ε±)]/a2

c±, which are related to chemical
potentials of the free and the adsorbed ions, respectively;
Λ± have the dimensions of 1/[Length]2, whereas Λa± have
the dimensions of 1/[Length], and they contain the infinite
self-energy term V ±

0 . We note that for p = 1, our action
functional, eq. (4), reduces to that of refs. [9–12], which
consider the fluctuation contributions of monovalent ions
to the surface tension.

The thermal average of a given physical quantity is
generated by the grand-canonical partition function in
eq. (3). For example, the distributions of the free ions are

〈ρ̂±(x)〉eq =

〈
N±∑
i=0

δ(x − x±
i )

〉

eq

=
Λ±

B

〈
e±(Z±/Z)[ıψ(x)+Zφ(x)]

〉
, (5)

where 〈F [ψ(x)]〉 = Z−1
μ±, μa±

∫
Dψ(x)F [ψ(x)]e−S , for any

functional F [ψ(x)]. Note that Z+/Z = p and Z−/Z = 1.
Similarly, the distributions for the adsorbed ions are given
by

〈ρ̂a±(x)〉eq =
Λa±

B

〈
e±(Z±/Z)[ıψ(x)+Zφ(x)]

〉
δ(z). (6)

The charge neutrality condition in terms of these distri-
butions is given by∫

d3x
[
p 〈ρ̂+(x)〉eq − 〈ρ̂−(x)〉eq

+p 〈ρ̂a+(x)〉eq − 〈ρ̂a−(x)〉eq
]

=
n0A
Z

, (7)

where A is the area of the surface.

2.2 Loop expansion and the adsorbed ion surface
densities at mean field

To investigate correlation effects on charge regulation sys-
tematically, we perform a loop expansion on the action
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given by eq. (4) by generalizing the treatment for a sim-
ilar system as done in ref. [8]. We identify the modified
Bjerrum length 
B as the expansion parameter and write
the fluctuating field ψ(x) as ψ(x) = ψ0(x) + Δψ(x) and
the parameters, Λ± and Λa±, as Λ± = Λ

(0)
± + δΛ± and

Λa± = Λ
(0)
a± + δΛa±, where Δψ(x) is of the order of

√

B

and δΛa± and δΛa± are of the order of 
B . Expanding
eq. (4) up to first order in 
B , we find

S = S[ψ0(x), φ(x)]

+
1
2

∫
d3x

∫
d3x′Δψ(x)K(x,x′)Δψ(x′)

− 1

B

∫
d3x

{
F (x)[ıΔψ(x)] − 1

3!
H(x)[ıΔψ(x)]3

}

− 1

B

∫
d3x

{
[δΛ+ + δΛa+δ(z)] ep[ıψ0(x)+Zφ(x)]

+ [δΛ− + δΛa−δ(z)] e−[ıψ0(x)+Zφ(x)]
}

+ O(
B). (8)

Here, we have chosen ψ0(x) to satisfy

∇2
x[ıψ0(x)] − pΛ

(0)
+ ep[ıψ0(x)+Zφ(x)] + Λ

(0)
− e−[ıψ0(x)+Zφ(x)]

=
{

pΛ
(0)
a+ep[ıψ0(x)+Zφ(x)] − Λ

(0)
a−e−[ıψ0(x)+Zφ(x)]

}
δ(z),

(9)

so that the linear term proportional to Δψ(x) in the ex-
pansion of the action in eq. (8) vanishes identically. Equa-
tion (9) can be cast into the mean-field PB equation

−∇2ϕ0(x) +
κ2

1 + p

[
epϕ0(x) − e−ϕ0(x)

]
=


B

Z

[
n0 − Z(pna+ − na−)

]
δ(z), (10)

with a simple transformation

ϕ0(x) ≡ ıψ0(x) + Zφ(x) +
1

1 + p
ln

[
pΛ

(0)
+

Λ
(0)
−

]
, (11)

where ϕ0(x) may be interpreted physically as the mean-
field electrostatic potential,

κ2 ≡ (1 + p)
[
pΛ

(0)
+

(
Λ

(0)
−

)p]1/(1+p)

, (12)

is the inverse of the Debye screening length squared, and
na± are defined as

na± =
κ2

(Z±/Z)(1 + p)
B

(
Λ

(0)
a±

Λ
(0)
±

)
e±(Z±/Z)ϕ0(0). (13)

They have the obvious physical interpretation of the num-
ber densities of the positive and negative adsorbed ions,
respectively. Indeed, it is easy to see from eq. (10) that
one of the effects of the adsorbed ions is to renormalize
the surface charge, n0 → n0 − Z(pna+ − na−). Note that

because of the planar geometry, the mean-field solution
ϕ0(x) depends only on z.

Going back to eq. (8), the operator K(x,x′) and the
two functions, F (x) and H(x), can be written, with the
help of eqs. (11) and (13), as

K(x,x′) =
1

B

{
−∇2

x +
κ2

1 + p

[
p epϕ0(x) + e−ϕ0(x)

]

+
2

λD
δ(z)

}
δ(x − x′), (14)

F (x) =
κ2

1 + p

[
δΛ+

Λ
(0)
+

epϕ0(x) − δΛ−

Λ
(0)
−

e−ϕ0(x)

]

+
B

[
pna+

δΛa+

Λ
(0)
a+

− na−

δΛa−

Λ
(0)
a−

]
δ(z), (15)

H(x) =
κ2

1 + p

[
p2epϕ0(x) − e−ϕ0(x)

]

+
B

(
p3na+ − na−

)
δ(z), (16)

where we have defined 2/λD ≡ 
B(p2na+ + na−).
At the mean-field level, the equilibrium values for the

number densities of the adsorbed ions, na±, can be ob-
tained by i) setting Λ

(0)
a±/Λ

(0)
± = eε±(a3

±/a2
c±), which is

equivalent to μ
(0)
a± = μ

(0)
± , and ii) evaluating the potential

ϕ0(z) at the plate (at z = 0), which in turn depends on
na± through the boundary condition imposed on ϕ0(z),
i.e., ∂zϕ0(z)|z=0 = −(
B/2)[n0/Z − (pna+ − na−)]. Thus,
na± can be determined from eq. (13) self-consistently as a
function of the bare surface charge and κ, which is related
to the salt concentration in the bulk. Note that eq. (13)
depends only on a single important parameter, which will
be called the charge regulation parameter,

τ ≡ Z(pna+ − na−)
n0

. (17)

It expresses the fraction of how much of the bare surface
charge has been modified due to charge regulation. Thus,
combining na+ and na− from eq. (13), we obtain

τMF =
gs2

4(1 + p)

[
b+epϕ0(0) − b−e−ϕ0(0)

]
, (18)

where we have defined dimensionless parameters b± ≡
eε±a3

±/(
B a2
c±), g ≡ 
B/λ is the coupling constant, s ≡

κλ, and λ ≡ 4Z/(n0
B) is the Gouy-Chapman length. We
will examine the charge regulation parameter and other
physical quantities such as the adsorption isotherms in
the mean-field approximation in sect. 3.

2.3 The Green’s function, one-loop corrections to the
electrostatic potential, and the one-loop ion
distributions

To go beyond the mean-field description for na±, we have
to compute the one-loop corrections to the chemical po-
tentials for the ions, which are related to δΛ± and δΛa±, as
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appeared in eq. (15). First, we have to obtain expressions
for the one-loop corrections to the electrostatic potential
〈[ıΔψ(x)]〉1 and the one-loop ion distributions 〈ρ̂±(x)〉1
and 〈ρ̂a±(x)〉1. Following ref. [8], it is straightforward to
obtain a formal expression for 〈[ıΔψ(x)]〉1:

〈[ıΔψ(x)]〉1 =
1

B

∫
d3x′ G(x,x′)

×
[
1
2

H(x′)G(x′,x′) − F (x′)
]

, (19)

where F (x′) and H(x′) are given by eqs. (15) and (16),
respectively, G(x,x′) is the Green’s function, which is the
inverse of the operator K(x,x′) of eq. (14), and it satisfies

{
−∇2

x +
κ2

1 + p

[
p epϕ0(x) + e−ϕ0(x)

]

+
2

λD
δ(z)

}
G(x,x′) = 
Bδ(x − x′). (20)

Physically, the Green’s function can be interpreted as
the electrostatic interaction between two unit charges lo-
cated at x and x′ in the presence of the charged sur-
face with its accompanying free and adsorbed ions. (For a
more complete discussion of the Green’s function, see ap-
pendix A.1.) Using the property of the Green’s function,
eq. (19) can be cast into the differential equation
{
−∇2

x +
κ2

1 + p

[
p epϕ0(x) + e−ϕ0(x)

]

+
2

λD
δ(z)

}
〈[ıΔψ(x)]〉1 =

1
2

G(x,x)H(x) − F (x). (21)

By the same token, the one-loop ion distributions for the
positive and negative free ions and the positive and nega-
tive adsorbed ions, respectively, can be obtained to give

〈ρ̂±(x)〉1 =
κ2e±(Z±/Z)ϕ0(x)

(Z±/Z)(1 + p)
B

{
1 ± (Z±/Z)〈[ıΔψ(x)]〉1

−1
2
(Z±/Z)2 G(x,x) +

δΛ±

Λ
(0)
±

}
, (22)

〈ρ̂a±(x)〉1 = na±δ(z)

{
1 ± (Z±/Z)〈[ıΔψ(x)]〉1

−1
2
(Z±/Z)2 G(x,x) +

δΛa±

Λ
(0)
a±

}
. (23)

The parameters δΛ± and δΛa± and hence, the one-
loop corrections to the chemical potentials can be deter-
mined by three conditions. i) We require that at the one-
loop level, 〈ρ̂a±(x)〉1 = na±δ(z). This condition merely
expresses the definition of na±. ii) We impose the following
boundary conditions on 〈[ıΔψ(x)]〉1: (a) 〈[ıΔψ(z)]〉1 → 0
as |z| → ∞, and (b) ∂z〈[ıΔψ(z)]〉1|z=0 = 0, as dictated by
charge neutrality at one loop. iii) We demand that all the
infinite self-energy terms must be canceled at the one-loop
level, leaving 〈[ıΔψ(x)]〉1 and 〈ρ̂±(x)〉1 perfectly finite.

First, we see from eq. (23) that condition i) implies
that

δΛa±

Λ
(0)
a±

= ∓ (Z±/Z) 〈[ıΔψ(0)]〉1+
1
2

(Z±/Z)2 G(0, 0). (24)

Next, let us consider conditions ii) and iii). It is convenient
to split the self-energy, G(x,x), which is just the diagonal
part of the Green’s function, appearing in eqs. (21)–(23),
into three contributions (see appendix A.1):

G(x,x) = 2V0 −

Bκ

4π
+ G(z, z), (25)

where V0 ≡ �B

2

∫
d2q

(2π)2
1
2q is the bare (infinite) self-energy,

the second term is the Debye-Huckel contribution, which
comes from the charge fluctuations in the bulk [8], and the
last term, G(z, z), represents the self-energy of an ion in
the presence of the charged surface (along with the ions
associated with it) at distance z away from it. Note that
G(z, z) has the property that G(z, z) → 0 when z → ∞
(see appendix A.1). Thus, we see that eqs. (21) and (22)
contain the infinite self-energy terms and that 〈[ıΔψ(z)]〉1
does not go to zero as z → ∞, as can be seen from eq. (21).
By inspecting eqs. (21) and (22), it is clear we must choose
δΛ± to be

δΛ±

Λ
(0)
±

= V ±
0 − (Z±/Z)2

(

Bκ

8π

)
. (26)

Indeed, substituting eqs. (24) and (26) in F (x), eq. (21)
becomes
{
−∂2

z +
κ2

1 + p

[
p epϕ0(z) + e−ϕ0(z)

]}
〈[ıΔψ(z)]〉1 =

κ2

2(1 + p)
G(z, z)

[
p2epϕ0(z) − e−ϕ0(z)

]
, (27)

which has the desirable behavior that 〈[ıΔψ(z)]〉1 → 0
at |z| → ∞. In order to solve for 〈[ıΔψ(z)]〉1, we need
another boundary condition. This can be obtained from
the charge neutrality condition (see eq. (7)) at one loop:

∫
d3x

{[
p epϕ0(x) + e−ϕ0(x)

]
〈[ıΔψ(x)]〉1

− 1
2
G(x,x)

[
p2epϕ0(x) − e−ϕ0(x)

]}
= 0, (28)

where we have made use of eqs. (22), (23), (24), and (26).
Equation (28) implies, with the help of eq. (27), that

∫ ∞

−∞
dz ∂2

z 〈[ıΔψ(z)]〉1 = 0, (29)

which in turn implies that ∂z〈[ıΔψ(z)]〉1|z=0 = 0. This
boundary condition simply states that fluctuations do not
modify the bare surface charge density. (For a more com-
plete discussion of 〈[ıΔψ(z)]〉1, see appendix A.2.)
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2.4 Adsorbed ion surface densities at one loop

Now, equating the (one-loop) chemical potentials for the
free ions

μ
(1)
± = −V ±

0 + ln

[
Λ

(0)
± a3

±

B

]
+

δΛ±

Λ
(0)
±

, (30)

to the (one-loop) chemical potentials for the adsorbed ions

μ
(1)
a± = −ε± − V ±

0 + ln

[
Λ

(0)
a± a2

c±

B

]
+

δΛa±

Λ
(0)
a±

, (31)

and making use of eqs. (13), (24), and (26) (note that all
the bare self-energies, V ±

0 , cancel out nicely), we find the
equilibrium values for na+ and na− at the one-loop level
to be

na+ =
κ2 b+

p(1 + p)
epϕ1(0)−p2G(0,0)/2,

(32)

na− =
κ2 b−
1 + p

e−ϕ1(0)−G(0,0)/2.

where ϕ1(0) ≡ ϕ0(0)+ 〈[ıΔψ(0)]〉1 is the one-loop electro-
static potential at the plate.

Equation (32) is the central result of this paper, and we
will present a thorough discussion of its predictions for the
adsorption isotherms in sect. 4. Here, we should make a
few remarks. First, eq. (32) have the same functional form
as that of the mean-field approximation given by eq. (13),
except with the electrostatic potential and self-energies
(both evaluated at the plate z = 0) replaced by their one-
loop counterparts3. In particular, since G(0, 0) < 0, the
self-energies may be viewed as giving rise to an effective
binding energy.

Secondly, in the limit 
B → 0, i.e., when electrostatic
interaction is turned off, eq. (32) reduces to

na+ =
℘ a3

+

a2
c+

eε+

1 + p
, and na− =

℘ a3
−

a2
c−

p eε−

1 + p
,

where ℘ = κ2/(p 
B) is the ideal gas pressure (in units of
kBT ) in the bulk (see appendix A.3). In particular, if we
set ε+ = ε− and a3

+/a2
c+ = a3

−/a2
c−, then na+ + na− =

℘ a3
+eε+/a2

c+, reproducing, as it should, the adsorption
isotherms of Henry’s law, which describes the absorption
of gas molecules onto a substrate when there is no inter-
action among the absorbed molecules [41]. Note that in
this limit the number of absorbed particles scales linearly
with pressure in the bulk.

Third, according to eq. (32), the Green’s function in
eq. (20) and the one-loop corrections to the electrostatic
potential in eq. (27) must be solved explicitly in order to
obtain na±. This means that na± now depend also on the

3 Technically, the self-energy at mean field is given by the
(infinite) bare self-energy V ±

0 . However, they are cancelled out,
even at the mean-field level and do not appear in eq. (13). In
this sense, we can take the self-energy at mean field to be zero.

combination, 2/λD = 
B(p2na++na−), through its depen-
dence on the Green’s function in eq. (20). Thus, unlike
the mean-field theory, eqs. (32) cannot be combined, so
that it depends only on a single parameter. Furthermore,
G(x,x′) and 〈[ıΔψ(x)]〉1 can only be solved for the cases
where the exact solution to the PB equation, eq. (10), is
known. To the best of our knowledge, eq. (10) can only be
solved for the cases where p = 1 and p = 2, and we will
consider these two important cases in sect. 44. Because
of the mathematical complexity, we relegate most of the
mathematical details to appendix A, which includes an
explicit construction of the Green’s function and the solu-
tion to one-loop corrections to the electrostatic potential
〈[ıΔψ(x)]〉1, and a calculation of the one-loop free energy.
It should be noted that eq. (32) can also be obtained by
minimizing the 1-loop surface free energy, eq. (A.43), with
respect to na±, as it should be.

Finally, we end this section by pointing out an impor-
tant technical detail, which concerns the fact that G(0, 0)
in eqs. (32) diverges logarithmically in the ultraviolet
limit. This divergence arises from charge fluctuations of a
Coulomb gas confined to a plane, which is well known [45].
Indeed, we can decompose G(z, z) as a sum of two contri-
butions G(z, z) = G2d(z, z)+G3d(z, z), where G3d(z, z) rep-
resents the self energy of the free ions (see appendix A.1)
and G2d(z, z) arises from the fluctuations of the adsorbed
ions, given by

G2d(z, z) = −
B

4π

∫ ∞

κ

dq
e−2q|z|

1 + qλD
. (33)

This is the self-energy of a Coulomb gas confined to a
plane immersed in an electrolyte solution. While G3d(0, 0)
is perfectly finite, G2d(0, 0) ∼

∫
dq/q, diverges logarithmi-

cally in the upper limit. To regulate this divergence, we
choose an upper cut-off ∼ 2π/a, inversely proportional to
the size of an ion5.

3 Charge regulation at mean field

In this section, we explore charge regulation of a charged
planar surface at the mean-field level as given by eqs. (13)
and (18). Since we expect that the mean-field theory
should be valid when the surface charge density is not
too high and additionally, it may serve as a guide when
we compare our results with those from sect. 4, where we
discuss correlation effects, a discussion of the mean-field
theory is, therefore, not without interest. We first present
the two cases (p = 1 and 2) where exact solutions to PB
equation are known, then we move on to consider the gen-
eral case of arbitrary p.

The exact solutions for the PB equation, eq. (10),
for p = 1, i.e., (Z,Z)-electrolyte [1], and p = 2, i.e.,

4 Note that there is a symmetry between the case p = 1/2
and p = 2. We will not consider such a case in this paper.

5 The upper cut-off is, of course, somewhat arbitrary and the
present continuum treatment cannot make a rigorous identifi-
cation of this quantity.
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(2Z,Z)-electrolyte [46], can be written as

ϕ0(z) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

2 ln
[
1 + γ1 e−κ|z|

1 − γ1 e−κ|z|

]
, for p = 1,

ln

[ (
1 + γ2 e−κ|z|)2

1 − 4γ2 e−κ|z| + γ2
2 e−2κ|z|

]
, for p = 2.

(34)
The constants, γ1 and γ2, are determined by the bound-
ary condition imposed on the electric field at the plate:
∂zϕ0(z)|z=0 = −2(1 − τ)/λ, where τ , defined in eq. (18),
is the charge regulation parameter that measures the ex-
tent to which the charged plate has been modified due
to charge regulation, and λ ≡ 4Z/(n0
B) is the Gouy-
Chapman length. Defining s ≡ κλ, we can write γ1 as

γ1 =

√
(1 − τ)2 + s2 − s

1 − τ
, (35)

and we can determine γ2 from the equation

3s

1 − τ
= 2 +

4
1 − γ2

+
1
γ2

− γ2, (36)

which can be solved exactly (see appendix B). When
τ > 1, i.e., when the plate becomes oppositely (positive)
charged, γp becomes negative and eq. (34) remains valid
with negative γp. Note that for p = 1, ϕ0(z) → −ϕ0(z),
when γ1 → −γ1, but for p = 2, ϕ0(z) does not enjoy this
symmetry, because of the underlying asymmetry in the
valences of the ions. Using eqs. (34), the mean-field elec-
trostatic potential at z = 0 can readily be found in terms
of γp. Substituting the results into eq. (18) and consider-
ing the simple case of b+ = b− = b, we find a non-linear
relation for the charge regulation parameter:

τ =

⎧⎪⎪⎨
⎪⎪⎩

gb

2
(1 − τ)

√
s2 + (1 − τ)2, for p = 1,

gb

6
γ2(1 − τ)2

[
1 +

1
γ2
2

+
4

(1 − γ2)2

]
, for p = 2,

(37)
where g ≡ 
B/λ and s ≡ κλ. Note that g is proportional
to the bare surface charge density n0.

In fig. 2, we plot τ as a function of g, for a fixed κ
B ,
i.e. constant salt concentration. We observe that τ in-
creases with g for small g but saturates to τ ∼ 1 when
g is large. This behavior is expected since as the charge
density of the plate increases, it creates a stronger electric
force which binds the positive ions to the plate, effectively
neutralizing the plate. This happens slowly until the plate
is completely neutralized. Indeed, as g → ∞, we find that
τ approaches 1 as slowly as 1 − τ ∼ 1/

√
g for both p = 1

and 2. This slow decay may be attributed to the gen-
eral characteristics of charged systems. Note also that the
mean-field theory predicts that there is no charge inver-
sion for the case b+ = b−, even for divalent ions (p = 2).
As can be seen from fig. 2, divalent ions are indeed more
efficient at neutralizing the charged surface, but τ exhibits
qualitatively similar behavior for both monovalent (p = 1)

Fig. 2. The charge regulation parameter τ as a function of
g = �B/λ for κ�B = 0.5 and b+ = b− = b = 0.1 as deter-
mined by the mean-field equation, eq. (37). τ starts out at
a finite value and increases slowly as g (bare surface charges)
increases, but never crosses beyond 1. Note that divalent coun-
terions are more efficient in neutralizing the plate, but exhibit
qualitatively similar behavior to that of monovalent courteri-
ons.

Fig. 3. The effective charge σeff as a function of g for κ�B = 2
and b+ = b− = b = 0.1 for p = 1 and p = 2. The dashed lines
represent the case where charge regulation is turned off, i.e.
τ = 0. It is clear that charge regulation lowers the effective
charge. Note that the asymptotic values of σeff at large g for
p = 1 and p = 2 are σeff = 4 and σeff = 6(2−

√
3), respectively.

and divalent (p = 2) ions. In the opposite limit, g � 1,
we find τ = κ
Bb/(2 + κ
Bb) + O(g) approaches a finite
value. This means, in particular, that the charged surface
is always renormalized, due to charge regulation, by a fi-
nite amount: n0(1− τ) ≈ n0/(1 + κ
Bb/2). Note that this
result is independent of p (see below).

In order to discern the importance of charge regulation
at the mean-field level, we examine another interesting
quantity, namely, the effective charge σeff [47]. It is de-
fined through the asymptotic behavior of the electrostatic
potential as |z| → ∞: ϕ0(z) ∼ σeff e−κ|z|. From eq. (34),
it is easy to see that

σeff =
4s

1 − τ

[√
1 +

(1 − τ)2

s2
− 1

]
(38)

for p = 1, and σeff = 6γ2 for p = 2. In the absence of charge
regulation, i.e., setting τ = 0, σeff ∼ 2/s is proportional
to the bare surface charge n0 when it is low, s 
 1, for
both p = 1 and p = 2. When the bare surface charge is
high s � 1, σeff � 4 (p = 1) and σeff � 6(2−

√
3) ≈ 1.607

(p = 2), and thus, the effective charge approaches to a
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Fig. 4. The charge regulation parameter τ as a function of g (at a constant κ�B = 2) (top) and κ�B (at a constant g = 0.3)
(bottom) with different p = 1, 5/2, and 10, for three different cases: i) b− > b+ (left) with b+ = 0.1 and b− = 0.2, ii) b+ = b− = 0.1
(center), and iii) b+ > b− (right) with b+ = 0.5 and b− = 0.1. It is interesting to observe that at constant surface charge, τ
increases initially at small salt concentration but decreases at higher salt concentration in case i) (left, bottom), and charge
inversion can be achieved at a high salt concentration even at the mean-field level in case iii) (right, bottom).

constant value independent of the bare surface charge as
a result of charge renormalization [47]. In fig. 3, we plot the
effective charge σeff as a function of g for both p = 1 and
p = 2. We observe that charge regulation, as expected,
lower the effective charge somewhat, with the difference
more pronounced for higher salt concentration. However,
the effective charge still goes to their asymptotic values,
albeit more slowly, indicating that the charge regulation
does not have a drastic effect at the mean-field level.

Next, we consider the general case of arbitrary p. Al-
though the exact solution to the PB equation is not known
for general p, it turns out that na± can still be determined
in the mean-field theory because ϕ0(0) can be obtained
without solving ϕ0(z) explicitly. To see this, we multiply
eq. (10) by ∂zϕ0(z), integrate over z, and note that the
left-hand-side of the equation

−1
2

[∂zϕ0(z)]2 +
κ2

p(1 + p)

[
epϕ0(z) + p e−ϕ0(z)

]
=

κ2

p
,

is a constant for all z. Thus, using the boundary condition
for ∂zϕ0(z) at the plate, we find

1 +
2 p(1 − τ)2

s2
=

epϕ0(0) + p e−ϕ0(0)

1 + p
. (39)

Together with eq. (18),

τMF =
gs2

4(1 + p)

[
b+epϕ0(0) − b−e−ϕ0(0)

]
,

the charge regulation parameter τ can be determined
uniquely. Though it may be difficult to solve eϕ0(0) from

eq. (39) in a closed form since it involves finding the roots
of a polynomial of order p+1, it is straightforward to solve
these coupled non-linear equations numerically.

Recall that τ represents how much the bare surface
charges have been modified. When τ < 0, there are more
negative than positive charges are adsorbed, making the
surface more negatively charged. On the other hand, when
τ > 0, there are more positive ions than negative ions ad-
sorbed onto the charged plate, partially neutralizing it. In
particular, τ > 1 represents overcharging or charge inver-
sion, where the plate switches from negatively to positively
charged.

In fig. 4, we plot τ as a function of g (at a fixed κ
B)
and κ
B (at a fixed g) for p = 1, 5/2, and 10 in the
regions mentioned above: i) b− > b+, ii) b− = b+, and
iii) b+ > b−. In case i), where the binding energy of the
negative ions is greater than that of the positive ions, the
negative ions are being adsorbed onto an almost neutral
surface at a constant salt concentration. Thus, τ < 0 for
g � 1. As the surface becomes more negatively charged,
a stronger electric field binds the positive ions and effec-
tively neutralizing the surface and τ > 0. This occurs
when g > [κ
B/(2 + 2p)] ln(b−/b+). On the other hand,
when the salt concentration is increased at a constant sur-
face charge, τ increases slightly with κ
B for small κ
B ,
but as κ
B increases, more negative ions are available to
bind to the surface, and τ reverses course and decreases as
salt concentration increases, and eventually, τ < 0 when
κ
B > 2g(1 + p)/ ln(b−/b+).

In case ii) where b+ = b− = b, τ behaves qualitatively
the same as the p = 1 and 2 cases studied above with
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Fig. 5. A log-log plot of the coverage [θ ≡ Z(na+ + na−)/n0] vs. dimensionless pressure [℘ �Bλ2 = s2/p] with different p = 1,
5/2, and 10, at a fixed g = 10, for three different cases: i) b− > b+ (left) with b+ = 0.1 and b− = 0.2, ii) b+ = b− = 0.1 (center),
and iii) b+ > b− (right) with b+ = 0.5 and b− = 0.1. These curves represent adsorption isotherms of ions on a charged plate as
predicted by the mean-field theory, given by eq. (40). Note that in all cases θ varies linearly with ℘ at large ℘.

the exact solutions to the PB equation. At a constant salt
concentration, τ = κ
Bb/(2+κ
Bb)+(p−1)gb/(2+κ
B)3,
for g � 1, and τ ∼ 1 −

√
2/(gbp) for g 
 1. Note that

for g � 1, the charge regulation parameter at g = 0
is independent of p, but the slope scales with p, as can
be seen in fig. 4 (center, top). At a constant surface
charge, τ ≈ 1 + (1 −

√
1 + 2gbp)/(gbp) for κ
B � 1, and

τ ∼ 1−2/(κ
Bb) for κ
B 
 1. In case iii), where the bind-
ing energy of the positive ions is greater than that of the
negative ions, the positive ions are being adsorbed onto
an almost neutral surface at a constant salt concentration.
Thus, τ > 1 for g � 1, and τ decreases rapidly, as the sur-
face becomes negatively charged τ < 1. Then, τ increases
as positive ions start to neutralize the plate and eventually
τ reaches an asymptotic values for large g. At a constant
surface charge, τ increases monotonically with salt con-
centration, and crosses the charge inversion threshold of
τ > 1. This occurs when κ
B > 2

√
g(1 + p)/(b+ − b−), as

more positive ions preferably bind to the surface, chang-
ing the surface from a negatively charged surface to a pos-
itively charged surface.

Finally, we calculate the adsorption isotherm for this
system at the mean-field level. The adsorption isotherm is
defined by the coverage, θ ≡ Z(na+ + na−)/n0, as a func-
tion of the pressure in the bulk, ℘ = κ2/(p
B). Physically,
the coverage θ measures how much materials are adsorbed
on the charged plane. Using eq. (13), it is straightforward
to show that the coverage is given by

θ =
gs2

4p(1 + p)

[
b+epϕ0(0) + p b−e−ϕ0(0)

]
. (40)

Note at the mean-field level that θ is not an independent
variable. Rather, it is slaved to the charge regulation pa-
rameter τ , through its dependence on ϕ0(0). Indeed, for
the simple case of b+ = b− = b, θ can be expressed solely
in terms of τ :

θ =
gb

4

[
s2

p
+ 2 (1 − τ)2

]
.

In fig. 5, we plot Zθ as a function of the dimensionless
pressure ℘ 
Bλ2 = s2/p for case i), ii), and iii). We ob-
serve that at low pressure, θ is almost flat, but at high
pressure, θ scales linearly with ℘, as can be easily seen

from the above equation. The latter behavior is nothing
but Henry’s law [41], which implies the absence of inter-
actions among the adsorbed ions at the mean-field level.
This will be rectified in the next section by considering
correlation effects.

4 Charge regulation at one loop

In this section, we present the central results of this paper,
namely, charge regulation of a planar surface at the one-
loop level, as given by eq. (32). As we saw in sect. 3,
the mean-field predictions for the absorption isotherms are
rather straightforward, even for large p, with the charge
regulation parameter τ and the coverage θ vary smoothly
with system parameters such as the bare surface charge
and salt concentrations. However, when correlation effects
are taken into account at the one-loop level, the physics of
charge regulation is drastically altered. This is not entirely
surprising because correlation effects include many-body
interactions among the ions (adsorbed or otherwise), and
we might expect phase transitions to occur [48].

Indeed, let us consider an analogous problem: the ab-
sorption of gas molecules onto a two-dimensional substrate
with sticky sites. If we assume for the moment that there
is no interaction among the absorbed molecules other than
particle exclusion, i.e., no two molecules can occupy the
same site, then at equilibrium, the number of molecules
adsorbed is described by the Langmuir isotherm, with the
coverage varies linearly with the pressure of the gas, when
the pressure is low, and approaches unity, when the pres-
sure is high [32]. However, the assumption that there is
no interaction among absorbed molecules may not always
be applicable, especially when the coverage gets moder-
ately high. In fact, experimental measurements show that
under the right conditions the absorption isotherms ex-
hibit discontinuities, indicating a first-order phase tran-
sition [49]. This first-order phase transition has been ra-
tionalized by Fowler, who used a two-dimensional lattice-
gas model with the nearest neighbors attraction to de-
scribe the interaction among the absorbed molecules, and
within the Williams-Bragg (mean-field) approximation, he
showed that the adsorption isotherm exhibits a liquid-gas–
like transition with a critical point [50].
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Similar consideration can be applied to the present
problem of charge regulation, which can be viewed, in
part, as the adsorption of ions onto a charged surface.
When the surface charge is low, the number of ions (both
positive and negative) absorbed is low, and, therefore, cor-
relation effects are negligible. In this case, the ions can be
treated as an ideal gas and the behavior of the adsorption
isotherms may well be described by the mean-field theory,
in which the coverage varies linearly with the pressure, re-
flecting precisely the non-interacting nature of this regime
(see fig. 5). However, when the number of ions absorbed
increases, correlation effects that lead to an effective in-
teraction among the absorbed ions, can no longer be ne-
glected. To a good approximation, this effective interac-
tion may be described by the well-known Green’s function
for a Coulomb gas confined to a plane,

G2d(r, 0) =
∫

d2q
(2π)2


B

2ακ

[
1 − 1

1 + ακλD

]
eıq·r, (41)

which is different from the 3D counterpart as given by the
Debye-Huckel screened potential (Yukawa potential) [51],
and eq. (41) constitutes a dipolar-like (∼ 1/r2) interac-
tion among the adsorbed ions of both signs, giving rise
to a phase transition similar to the 2d lattice gas model
mentioned above. Indeed, this has been suggested before
for the counterion-only case [48]. Note also that charge
regulation may lead to phase transitions in other charged
systems as well [33–35].

Here, we present the adsorption phase diagrams for
p = 1, symmetric electrolyte, and p = 2, asymmetric elec-
trolyte. For simplicity, we keep the number of system pa-
rameters to a minimum by focusing on the important case
where ε± = 0 and a3

±/a2
c± = a. Physically, this scenario

describes the self-regulation of a charged surface by the
electrostatic interaction alone. As we will see below, this
simplest case is already highly non-trivial. In particular,
we find that the phase diagrams for p = 1 and p = 2 are
quite distinct, suggesting that the physics of charge regu-
lation is no longer universal but crucially depends on the
valency of the ions.

To construct the phase diagrams, it may be more
convenient to use the charge regulation parameter τ ≡
Z(pna+−na−)/n0 and the coverage θ ≡ Z(na++na−)/n0.
Using eq. (32), it is straightforward to obtain the coupled
non-linear equations for τ and θ as

τ =
gbs2

4(1 + p)

(
epϕs−p2Gs/2 − e−ϕs−Gs/2

)
, (42)

θ =
gbs2

4p(1 + p)

(
epϕs−p2Gs/2 + p e−ϕs−Gs/2

)
, (43)

where s ≡ κλ, ϕs ≡ ϕ0(0) + 〈[ıΔψ(0)]〉1, the mean-field
potential ϕ0(z) is given by eq. (34), the one-loop correc-
tions to the electrostatic potential, 〈[ıΔψ(0)]〉1, is given
by eq. (A.25), and Gs ≡ G(0, 0), given in eq. (A.11), may
be interpreted as the effective binding energy. Note that
ϕs and Gs are functions of τ and θ, as well as a set of sys-
tem parameters: the coupling constant, g ≡ 
B/λ, which
is proportional to the bare surface charge, κ
B , which

Fig. 6. Phase diagram for symmetric (1, 1) electrolyte in the
(κ�B , b)-plane. It is divided into 5 regions. Region I is the
single-phase region, Region II, III, and V are the two-phase re-
gions, and Region IV is the three-phase region. A line of critical
points, labeled as bc, beginning at point C ≡ (0.0056, 0) (see
inset) and ending at point E ≡ (0.0064, 5.9), separates Region
I and II below the L1 line, and Regions III and IV above the
L1 line. The L1 line is a first-order line which interacts the bc

line at B ≡ (0.0057, 0.1), and delineates the low salt from the
high salt behavior of the system. At low temperature, b < bc,
the L1 line separates the low salt region (Region II), from the
intermediate salt region (Region IV). Another first-order line,
the L2 line, separates Region IV from the high salt region (Re-
gion V). The L2 line and bc line end together at E, a critical
endpoint. The dotted line, labeled as l1, does not represent a
phase boundary. Rather, it delineates the existence of a solu-
tion (to eqs. (42) and (43)) characterized by τ ≈ 1 in the limit
when the surface charge vanishes.

is proportional to the salt concentration, and b ≡ a/
B ,
which is proportional to the temperature of the system.
The phase diagram is constructed according to the nature
of the solution to eqs. (42) and (43). If only one solution
(τ, θ) is found at a given g, κ
B , and b, it represents a ho-
mogeneous phase. If n solutions (τ1, θ1), (τ2, θ2), . . ., are
found with the same surface free energy (see appendix A.3,
eq. (A.43)), they represent n homogeneous phases at equi-
librium.

4.1 Phase diagram for symmetric (1, 1) electrolyte

In this section, we present the phase diagram for symmet-
ric (1, 1) electrolyte. Since we have three system param-
eters, g, κ
B , and b, the phase diagram should be three
dimensional. However, to capture the system behavior as
the surface charge varies, it is sufficient to project the
phase diagram onto the (κ
B , b)-plane, which is depicted
in fig. 6. This phase diagram is divided into 5 regions. Re-
gion I is the high-temperature (b > bc), low salt (below
L1 line) regime, where the adsorption of ions is continu-
ous, characteristic of a single phase. Region II is the low-
temperature (b < bc), low salt (below L1 line) regime, Re-
gion III is the high-temperature (b > bc), high salt (above
the L1 line) regime, and Region V is the low-temperature
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(b < bc), high salt (above L1 and L2 lines) regime. These
regions are the two-phase regions, where the adsorption of
ions undergoes an abrupt change at a particular surface
charge density, exhibiting a first-order phase transition.
Region IV, the low-temperature (b < bc), intermediate
salt (above L1 line but below L2 line) regime, is a three-
phase region, where the adsorption undergoes two closely
packed first-order phase transitions. All of these regions
(I–V) are bounded by either a first-order line (L1 and L2

lines), or a line of critical points, labeled as bc. It begins
at point C ≡ (0.0056, 0) and ends at E ≡ (0.0064, 5.9),
separating Regions I and II, below L1 line, and Regions
III and IV, above L1 line. Another first-order line, L2 line,
separates Region IV and Region V, and it ends together
with bc line at a critical endpoint E.

Regions I and II: below the L1 line are the two regions
that represent the low salt regimes. One aspect of the
adsorption in such a regime is the fact that due to low
salt concentrations only the counterions participate in the
adsorption, because there is simply not too many co-ions
around. Indeed, solutions to eqs. (42) and (43) in these
regions confirm that τ ≈ θ, which means that na+ 
 na−.
This makes sense physically because only the counterions
are attracted to the surface. Consequently, the behaviors
of τ in these two regions are similar to the behaviors of
that in counterion-only case, as discussed in ref. [48].

At high temperature, i.e., b > bc (Region I), we have
a supercritical region where the adsorption is continuous,
similar to the prediction from the mean-field theory (see
fig. 7 (top)). However, as shown in fig. 7 (top), the shape
of the curve (representing the charge regulation param-
eter τ as a function of g at one loop) resembles a sig-
moidal curve, which is qualitatively different from the cor-
responding mean-field curve. At low surface charge, the
number of ions (mainly counterions) adsorbed to the sur-
face, though small, is always greater, if only slightly, than
that predicted by the mean-field theory. Thus, correlation
effects always facilitate ion adsorption. This is to be ex-
pected since an ion (regardless of its sign) gains correlation
energy, as manifested in the effective binding energy in
eq. (32). As the surface charge increases, the charge regu-
lation parameter τ increases very rapidly within a narrow
range of surface charges, indicating a sudden adsorption
of large number of ions as can be seen from fig. 7 (top).
Note that in this range of surface charges, there are a lot
more ions adsorbed than that predicted from the mean-
field theory (τ > τMF). Finally, as the surface charge fur-
ther increases, τ slowly approaches its asymptotic value
and saturates near τ ≈ 1.

This behavior of the charge regulation parameter as a
function of surface charge suggests that correlation effects
give rise to a kind of cooperativity in the adsorption pro-
cess [52, 53]. Physically, it can be attributed to the fact
that the adsorbed ions facilitate adsorption of other ions
in their neighborhood. At low surface charge, the ions are
adsorbed mainly through the attraction between the neg-
atively charged surface and positively charged counterions
and the interaction between the adsorbed ions and coun-
terions is negligible. As the surface charge increases, more
counterions are adsorbed to the surface and the effective

Fig. 7. Top: the charge regulation parameter τ as a function
of g in Region I (high temperature, low salt) with b = 0.01
and κ�B = 2.1. The dashed line is the prediction from the
mean-field theory given by eq. (37). In contrast to the mean-
field prediction, the behavior of τ resembles a sigmoidal curve,
suggesting that correlation effects give rise to cooperative be-
haviors in the adsorption of ions. Bottom: a plot of the one-
loop effective charge, σeff , given by eq. (A.20), as a function
of g. The dotted line is the mean-field theory without charge
regulation. The dashed line is one-loop σeff without charge reg-
ulation. As can be seen, correlation effects on charge regulation
can be drastic: the effective charge σeff decreases substantially
as surface charge increases (g ≈ 30), where cooperative adsorp-
tion occurs. Thus, correlation effects enhance the adsorption of
the counterions to the point where they effectively renormalize
the surface charge density towards zero. Hence, the effective
charge is reduced drastically.

binding energy G(0, 0) of the ions arising from the ad-
sorbed ions is not negligible. This attractive interaction
enhances the adsorption of the ions and leads to the coop-
erative adsorption since G(0, 0) depends on τ and θ. The
saturation of τ (near τ ≈ 1) is caused by the fact that
the surface is now effectively neutral and the ions are no
longer attracted to the surface. It is important to note
that, for (1, 1) electrolyte, the charge regulation parame-
ter, though close to it, never exceeds one. This indicates
that symmetric electrolyte cannot reverse the sign of the
charge density of the surface.

In order to gain further physical insights, let us discuss
the one-loop electrostatic potential ϕ1(z) for symmetric
electrolyte as calculated in appendix A.2. Even with cor-
relation effects and charge regulation included, ϕ1(z) de-
cays exponentially at large distance, ϕ1(z) ∼ σeff e−κ|z|,
as in the mean-field theory, but with an effective charge
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Fig. 8. The charge regulation parameter τ as a function of
g in Region I (high temperature, low salt) with b = 0.0075,
and Region II (low temperature, low salt) with b = 0.0035 and
b = 0.0025, passing through the critical point, bc = 0.0056,
below L1 line with κ�B = 0.05. Starting from Region I, where
b > bc, the ion adsorption is continuous. As the temperature is
lowered, the slope in the sigmoidal curve increases; at b = bc,
the slope becomes infinite and the adsorption of ions under-
goes a second-order phase transition; and as the temperature
decreases further (b < bc), ion adsorption becomes discontin-
uous in Region II. Thus, the three cases, b > bc, b = bc and
b < bc, represent supercritical (Region I), critical (on the bc

line), and two-phase coexistence (Region II), respectively. The
dashed lines represent the unstable solutions of τ where the
surface free energy of the system is a minimum, but not a
globally minimum.

given by eq. (A.20), instead of eq. (38), see also fig. 3. As
depicted in fig. 7 (bottom), we observe that for low surface
charge density, the values of σeff at one loop (with or with-
out charge regulation) are close to the mean-field value,
as expected. However, as the surface charge increases, the
one-loop σeff without charge regulation deviates somewhat
from the mean-field prediction, but with charge regula-
tion, the behavior of σeff is drastically altered to the point
where σeff now heads towards zero with increasing surface
charge, indicating an effective neutralization of the surface
charge by the adsorbed ions.

As the temperature reduces, or as b decreases, the slope
of the sigmoidal curve representing the charge regulation
parameter τ as a function of g increases (see fig. 8). When
b reaches a critical value bc, the slope becomes infinite
and the adsorption of ions undergoes a second-order phase
transition. In our example, depicted in fig. 8, the second-
order transition occurs at bc ≈ 0.0056 and gc ≈ 27 for
κ
B = 0.05, with τc ≈ 0.46. Thus, at this critical point,
about 46% of the n0 ≈ 0.36 nm−2 surface charge has been
neutralized at a temperature of 250K in a 10−6 M salt
solution, consisting of ions with a diameter of 0.7 Å. This
suggests that phase transitions may not occur for monova-
lent counterions at room temperature under physiological
conditions.

As the temperature decreases further, i.e., b < bc, we
reach the two-phase region (Region II), where within a cer-
tain range of g, we have two stable solutions to eqs. (42)
and (43), and the adsorption of ions undergoes a first-
order phase transition at a certain g within that range (see

fig. 8). It is characterized by a jump discontinuity in the
charge regulation parameter, indicating a large fraction of
ions is adsorbed abruptly (∼ 80%) to the surface. (The
precise value of g at which the jump occurs is determined
by the two stable solutions having the same free energy.)
These behaviors in the adsorption processes, exhibiting
supercritical, critical, and a first-order phase transition,
are similar to those of a liquid-gas transition [32]. Note
that similar adsorption behaviors are predicted also in the
Langmuir adsorption model with short-ranged attractive
interactions between the adsorbed particles [50]. Lastly,
we remark that the quantitative value of τ (at a partic-
ular g) depends also on κ
B , but as long as the system
parameters are below the L1 line, the qualitative features
of the adsorption process remains intact.

Regions III, IV, and V: representing the high salt
regime (above L1 line), the common characteristics in
these regions are that i) there are always multiple solutions
to eqs. (42) and (43), and ii) one of the solutions is always
τ ≈ 1. The solution τ ≈ 1 represents, physically, a surface
whose surface charge is effectively neutralized by the ad-
sorbed ions. Clearly, the system must have enough counte-
rions to accomplish this, and above L1 line, there is enough
of added salt that provides an excess amount of mobile
ions to make the τ ≈ 1 solution possible. In addition,
the values of the coverage θ corresponding to the τ ≈ 1
solution are such that θ 
 τ , indicating that a substan-
tial amount of co-ions is also adsorbed onto the surface.
This makes sense physically because at τ ≈ 1 the surface
charge has been almost neutralized. Therefore, the repul-
sion between the surface and the co-ions is substantially
reduced, leading to adsorption of the co-ions as facilitated
by correlation effects. As depicted, respectively, in figs. 9
and 10 (bottom), Regions III and V are the two-phase re-
gions, where a first-order phase transition occurs, and in
fig. 10 (top), Region IV is the three-phase region, where
two closely packed first-order phase transitions take place.

In Region III, the high temperature (b > bc), high salt
(above L1 line) regime, the behavior of charge regulation
parameter τ for small g is similar to that of Region I, see
fig. 9 (top). But, for large g, when τ gets close to τ ≥ 0.5,
it displays a finite jump discontinuity to the solution
τ ≈ 1 and the adsorption proceeds through a first-order
phase transition. Unlike the first-order phase transition
occurred in Region II, the magnitude of the jump in
Region III is significantly smaller. In our example, in
fig. 9 (top), τ jumps from τ ≈ 0.8 to τ ≈ 1 at g ≈ 32.
This jump in adsorption is caused by a large excess
amount of mobile ions in the system because of higher
salt concentration. Indeed, the magnitude of the jump
depends on the salt concentration. In particular, when
the system parameters are below l1 line, the jump is small
because the τ ≈ 1 solution exists only for sufficiently large
g. When the system parameters are above l1 line, the
τ ≈ 1 solution exists even for g → 0 and the magnitude of
the jump becomes greater, as depicted in fig. 9 (bottom).
As the temperature is lowered in Region III, we reach
the bc line, where the adsorption of ions undergoes a
second-order phase transition, similar to the one at the
bc line between Region I and Region II. However, in
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Fig. 9. The charge regulation parameter τ as a function of g
in Region III (high temperature, high salt) with b = 0.01 and
κ�B = 2.15 (below the l1 line) (top) and κ�B = 3 (above the
l1 line) (bottom). Note the existence of the τ ≈ 1 solution,
which is a common characteristic for Region III, IV, and V,
occurs at a finite g (g ≈ 27 in this example) below l1 line, and
g = 0, above l1 line. At g ≈ 32 (top) and g ≈ 27 (bottom), τ
displays a finite jump from τ ≈ 0.8 to τ ≈ 1, and τ ≈ 0.6 to
τ ≈ 1, respectively. These jumps are smaller in magnitude than
the jump in Region II. But as κ�B increases further, the gap
between the unstable solutions (dashed lines) and the τ ≈ 1
solution widens. Consequently, the magnitude of jump becomes
greater as salt concentration increases.

the regions above the L1 line, the charge regulation
parameter τ also displays a finite jump, at a large g, to
the τ ≈ 1 solution, characteristic of Region III (see fig. 9).

In Region IV, the low-temperature (b < bc), interme-
diate salt (above L1 line but below L2 line) regime, we
observe that the charge regulation parameter τ for small
g and for large g behaves similarly to that of Region II
and of Region III, respectively. Thus, the adsorption of
ions proceeds through two closely packed first-order phase
transitions. In our example, in fig. 10 (top), τ jumps from
0.15 to 0.7, and immediately to τ ≈ 1 at g ≈ 27. There-
fore, Region IV represents the coexistence of three phases
(τ ≈ 0.15, τ ≈ 0.7, and τ ≈ 1 at g ≈ 27, in our exam-
ple), similar to the gas-liquid-solid coexistence at the triple
point. When the system parameters are near the critical
endpoint E, where L2 line and bc line end together, the
adsorption does not undergo a second-order phase transi-
tion. Instead, τ displays a finite jump, as one of the stable
solutions (τ ≈ 0.7) disappears, as shown in fig. 10 (top).

In Region V, the low-temperature (b < bc), high salt
(above L2) regime, we observe a first-order phase transi-

Fig. 10. The charge regulation parameter τ as a function
of g in Region IV (low temperature, intermediate salt) with
b = 0.004 and κ�B = 3, and at the critical endpoint E =
(0.0064, 5.9) (top), and in Region V (low temperature, high
salt) with b = 0.001 and κ�B = 3 (bottom). In Region IV,
the adsorption of ions undergoes two closely packed first-order
phase transitions: τ jumps from τ ≈ 0.15 to τ ≈ 0.7, and imme-
diately to τ ≈ 1, all at g ≈ 27. Therefore, Region IV represents
the coexistence of three phases. At the critical endpoint, E, the
adsorption does not undergo a second-order phase transition.
Instead, τ displays a finite jump, as one of the stable solutions
(τ ≈ 0.7) disappears. In Region V, the adsorption of ions un-
dergoes a first-order phase transition, τ ≈ 0 to τ ≈ 1 at g ≈ 28.
Note the magnitude of the jump.

tion, and the magnitude of the jump in charge regulation
parameter τ is large: When the surface charge density is
low, only a small number of ions is adsorbed to the sur-
face (τ ≈ 0), but when the surface charge density becomes
sufficiently high, a large number of ions is adsorbed im-
mediately to the surface (τ ≈ 1), via a first-order phase
transition, see fig. 10 (bottom). This behavior is similar
to a gas condensing directly to the solid phase bypassing
the liquid phase, opposite to the sublimation.

4.2 Phase diagram for asymmetric (2, 1) electrolyte

Figure 11 depicts the phase diagram for (2, 1) electrolyte
projected onto the κ
B-b plane. This diagram is divided
into six regions. In contrast to the (1, 1) electrolyte case
discussed in the previous section, we now have two second-
order lines, bc1 and bc2, intertwined making Regions II, III,
and IV and one first-order line L1, separating Regions V
and VI. The bc1 line starts at (0, 0) and bc2 at (0.022, 0),
and they intersect twice at points A = (0.025, 1.68) and



Eur. Phys. J. E (2020) 43: 54 Page 15 of 27

Fig. 11. Phase diagram for asymmetric (2, 1) electrolyte in
the (κ�B , b)-plane. It is divided into six regions. Region I is
the single phase region, Region II, III, IV, and VI are the two-
phase regions, and Region V is the three-phase region. Two
second-order lines, the bc1 and bc2 lines intertwine together,
delineating Regions II, III, and IV; they interact at point A =
(0.025, 1.68) and B = (0.036, 3.82). A first-order line, L1 line,
separates the intermediate salt region (Region V) from the high
salt region (Region VI). In Regions I and II, the lr line denotes
the boundary where charge reversal (τ > 1) occurs. Above lr
line, the charge regulation parameter τ saturates to a value
τ > 1 as the surface charge becomes increasingly high. Below
lr line, τ saturates to a value τ < 1. The l1 line, in Regions V
and VI, delineates the existence of a state with τ ≈ 2 in the
limit as the surface charge vanishes. Below the l1 line, a state
with τ ≈ 2 exists at a finite high g. Above the l1 line, it exists
even when g → 0.

B = (0.036, 3.82). The bc1, bc2, and L1 lines converge
asymptotically towards each other at high temperature.
Region I, the single-phase region, is the high-temperature
(b > bc1), low salt (below bc2 line) regime, where the
adsorption of ions is continuous. Region II is the low-
temperature (b < bc1), low salt (below bc2 line) regime,
Region III is the intermediate-temperature (0.025 < b <
0.036), intermediate salt (above bc2 but below bc1) regime,
and Region IV is the high-temperature (b > 0.036), in-
termediate salt (above bc1 but below bc2) regime. These
regions are the two-phase regions, where the adsorption
exhibits a first-order phase transition at a particular value
of g. Region V is the intermediate salt (above bc1 and bc2

lines but below L1) regime, where the adsorption of ions
undergoes two successive first-order phase transitions. Re-
gion VI, the high-salt (above L1 line) regime, is another
two-phase region.

Region I: representing the high-temperature and low
salt regime, this region is the single-phase region, where
the adsorption of ions (divalent counterions and monova-
lent co-ions) is continuous. Similar to Region I of (1, 1)
electrolyte, the charge regulation parameter τ as a func-
tion of surface charge exhibits a sigmoidal shape, as dis-
played in fig. 12 (top), indicating the adsorption is coop-
erative at one loop for (2, 1) electrolyte as well. However,
there are two crucial differences that distinguish the (2, 1)
electrolyte from the (1, 1) electrolyte. First, the range of
g, where the cooperative adsorption occurs, is significantly

Fig. 12. Top: the charge regulation parameter τ as a function
of g with κ�B = 2.4 for two cases b = 0.04, and 0.06 for the
asymmetric electrolyte, p = 2. The dotted line is the prediction
from mean-field theory for the asymmetric (2, 1) electrolyte
and the dashed line is the one-loop prediction for symmetric
(1, 1) electrolyte with b = 0.04. Bottom: a plot of the one-loop
electrostatic potential ϕ1(z) as a function of z/λ, with g = 6,
κ�B = 2.4, and b = 0.04 [solid line], and 0.06 [dashed line], for
p = 2. The dotted line is the one-loop electrostatic potential
without charge regulation. For b = 0.04, τ > 1 (see top figure)
for larger g, so the surface becomes positively charged surface
hence ϕ1(z) < 0. For b = 0.06, τ is always less than one, which
means the charge inversion is not achieved, but the net charge
on the surface is sufficiently reduced so that ϕ1(z) is very small,
and even becomes negative for sufficiently large distance (see
inset).

lower for (2, 1) electrolyte. For example, the rapid rise in τ
occurs in the range of 1 < g < 4, for (2, 1) electrolyte, but
in the range of 10 < g < 30, for (1, 1) electrolyte. This
is because the value of g, that produces the same effect
in a system with (1, 1) electrolyte, g1, and in a system
with (p, 1) electrolyte, gp, is related by g1 = p3gp. There-
fore, we expect that g2 ≈ g1/8, which is roughly observed.
More importantly, for (2, 1) electrolyte, the charge regula-
tion parameter τ can exceed one for sufficiently high salt
concentration and high surface charge (see fig. 12 (top)).
This (τ > 1) means that adsorbed ions overcompensate
the surface charge, so that the sign of the surface charge
is reversed. This phenomenon is known as charge rever-
sal [7]. It occurs above the lr line in the phase diagram of
fig. 11 within Region I at sufficiently large surface charge.
Below lr line, τ never become greater than one because of
the low salt condition, as there are not enough ions to be
adsorbed to overcompensate the surface charge.

Indeed, in the limit of no added salt, the number of
counterions times the valency must equal to the number of
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charges on the surface, due to charge neutrality. Therefore,
even when all the counterions are adsorbed, the surface is,
at best, neutral. This is true regardless of the valency of
counterions. However, when there is enough of added salt,
the charged surface may draw in, due to correlation effects,
more than enough counterions (of which there is now an
excess amount) to be adsorbed on it so as to overcom-
pensate its surface charge. While correlation has the same
effects of drawing counterions close to the surface, there
are two fundamental differences between (1, 1) and (2, 1)
electrolytes. First, as we mentioned above, correlation ef-
fects are about 8 times greater for divalent counterions
than they are for monovalent counterions, under the same
condition of temperature, salt concentration, and surface
charge. Secondly, the entropy loss due to confinement of
the same amount of charge to the surface is a lot more for
monovalent than it is for divalent counterions. Therefore,
divalent counterions must be more efficient in screening
the charged surface, and so under some conditions, charge
reversal occurs for divalent but not for monovalent coun-
terions. Note that the amount of added salt required to
produce the charge reversal state roughly bears an inverse
relationship with temperature, as expected.

In order to gain more insights into charge reversal,
we discuss the one-loop electrostatic potential ϕ1(z) for
(2, 1) electrolyte as calculated in appendix A.2. Unlike
the (1, 1) electrolyte, the asymptotic behavior of the one-
loop corrections to the electrostatic potential of (2, 1) elec-
trolyte is 〈[ıΔψ(z)]〉1 ∼ −κ|z| e−κ|z|, for large z, even
when charge regulation is switched off. Since the mean-
field potential at large distances behaves like ϕ0(z) ∼
e−κ|z|, 〈[ıΔψ(z)]〉1 dominates ϕ0(z) for sufficiently large
z, and hence, the one-loop electrostatic potential, ϕ1(z) =
ϕ0(z)+〈[ıΔψ(z)]〉1, becomes negative for sufficiently large
distance. Thus, correlation effects give rise to overscreen-
ing of the charged plane by divalent counterions, even with
charge regulation switched off. Note that this does not
happen for (1, 1) electrolyte because monovalent counte-
rions are not efficient at screening compared to divalent
counterions. Therefore, overscreening translates to charge
reversal when divalent counterions are allowed to be ad-
sorbed. In fig. 12 (bottom), we plot the one-loop electro-
static potential as a function of distance for the two cases
where the system parameters are above and below lr line.
Above the lr line, when τ > 1, the one-loop electrostatic
potential is negative, because the surface becomes a pos-
itively charged surface. Below lr line, even though τ < 1,
the electrostatic potential is negative for sufficiently large
distance (see inset of fig. 12 (bottom)), a distinct charac-
teristic feature of (2, 1) electrolyte.

Regions II, III, and IV: These regions are the two-
phase regions, that represent the low-temperature, low
salt regime (Region II), the intermediate-temperature,
intermediate salt regime (Region III), and the high-
temperature, intermediate salt regime (Region IV), where
the adsorption of ions undergoes a first-order phase tran-
sition at a particular g.

From low salt (below the bc1 and bc2 lines), in Region
I, as the temperature decreases, the ion adsorption under-

Fig. 13. The charge regulation parameter τ as a function of
g in Region II (low temperature, low salt) with b = 0.02 and
κ�B = 0.01 and 0.7 (top). The first case (κ�B = 0.01) rep-
resents typical behaviors of τ below the lr line in Region II,
where τ < 1. The second case (κ�B = 0.7) represents behaviors
of τ above the lr line, where τ > 1, for sufficiently large g. In
both cases, the adsorption of ions undergoes a first-order phase
transition, in which τ jumps from τ ≈ 0.2 to τ ≈ 0.6 (bottom).

goes a second-order phase transition at bc1 = 0.024 (for
κ
B = 1), gc ≈ 3.3 with τc ≈ 0.5 (low critical point).
This behavior is similar to (1, 1) electrolyte. But, unlike
the (1, 1) electrolyte, the transition for (2, 1) electrolyte
occurs at gc ≈ 3.3 and bc1 ≈ 0.024, which corresponds to
a surface charge density of n0 ≈ 0.15 nm−2 at a temper-
ature of about 300K in a 0.48mM salt solution, consist-
ing of ions with a diameter of 2 Å. Therefore, for (2, 1)
electrolyte, the phase transition, which occurs at room
temperature, may be observed experimentally. As tem-
perature decreases further, we reach Region II, where the
adsorption of ions undergoes a first-order phase transition
near the low critical point (see fig. 13). These behaviors in
the charge regulation parameter are similar to a liquid-gas
transition, which also occur for (1, 1) electrolyte albeit at
a much lower temperature.

From intermediate temperature (0.025 < b < 0.036),
in Region I, as the salt concentration increases, the adsorp-
tion of ions undergoes a second-order phase transition at
bc2 ≈ 0.03 (for κ
B = 2), gc ≈ 4.3 with τc ≈ 1.6 (high crit-
ical point). The system parameters for this critical point
correspond to a surface charge density of n0 ≈ 0.3 nm−2

at a temperature of about 300K in a 1.3mM salt solu-
tion, consisting of ions with a diameter of 2.8 Å. As the
salt concentration increases further, we reach Region III,
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Fig. 14. The charge regulation parameter τ as a function of
g in Region III (intermediate temperature, intermediate salt)
with b = 0.03 and κ�B = 2.7 (top) and in Region IV (high
temperature, intermediate salt) with b = 0.04 and κ�B = 4.33
(bottom). At g ≈ 4.3 (top) and g ≈ 2.25 (bottom), τ displays
a finite jump from τ ≈ 1.5 to τ ≈ 2, and from τ ≈ 0.6 to
τ ≈ 1.2, respectively. Note that in Region IV, the transition
takes the charged surface to its charge reversal state, see inset
(bottom). Note also that τ can reach as high as τ ≈ 2, followed
by a turning point at which τ starts to decreases as the surface
charge increases, exhibiting a reentrant behavior.

where the ion adsorption undergoes a first-order phase
transition near the high critical point, see fig. 14 (top).
This behavior is similar to the small jump displayed by
the charge regulation parameter τ in Region III of (1, 1)
electrolyte (see fig. 9). But unlike the Region III of (1, 1)
electrolyte, the transition occurs at τ > 1, where the sys-
tem is already at the charge reversal state.

From high temperature (b > 0.036), in Region I, as the
salt concentration increases, the adsorption of ions under-
goes a second-order phase transition at bc1 ≈ 0.04 (for
κ
B = 4), gc ≈ 2.26 with τc ≈ 0.7 (low critical point).
The system parameters for this critical point correspond
to a surface charge density of n0 ≈ 0.5 nm−2 at a tempera-
ture of about 300K in a 3.8mM salt solution, consisting of
ions with a diameter of 4 Å. As the salt concentration in-
creases further, we reach Region IV, where the adsorption
of ions undergoes a first-order transition, see fig. 14 (bot-
tom). But, unlike the first-order transitions in Regions II
and III, this first-order transition takes the system directly
to the charge reversal state, as τ jumps from τ ≈ 0.6 to
τ ≈ 1.4.

In contrast to Region II, the charge regulation param-
eter τ in Regions III and IV can reach as high as τ ≈ 2

near the transition. Moreover, the charge regulation pa-
rameter τ reaches a turning point at its maximum, after
which it decreases as the surface charge increases further
(see fig. 14). Thus, in these regions, the adsorption of ions
exhibits a reentrant behavior, which is caused by desorp-
tion of ions. Indeed, when τ ≈ 2, the surface charge is now
positive with a magnitude roughly the same as the orig-
inal one. Therefore, there is a strong repulsion between
the surface and counterions, leading to desorption of ions.
Note also that as the surface charge further increases, the
charge regulation parameter slowly decays towards τ ≈ 1,
indicating the surface is becoming neutral.

Regions V and VI: representing the intermediate salt
(above bc1 and bc2 lines but below L1 line) regime, the
charge regulation parameter, in Region V, displays two
successive first-order phase transitions (see fig. 15); and
representing the high salt (above L1 line) regime, Re-
gion VI is a two-phase region, where the charge regula-
tion parameter undergoes a first-order phase transition
(see fig. 16). However, there are a few common charac-
teristics for the two regions: i) The existence of a solution
with τ ≈ 5–10 and higher, similar to that (but not in mag-
nitude) of Regions III, IV, and V of (1, 1) electrolyte. In
particular, the existence of this solution occurs at a finite
surface charge, below the l1 line (in fig. 11) but occurs in
the limit when surface charge vanishes, above the l1 line.
This feature is reminiscent of that in Region III of (1, 1)
electrolyte. ii) In contrast to (1, 1) electrolyte, the charge
regulation parameter exhibits a reentrant behavior in Re-
gions V and VI, similar to Regions III and IV of (2, 1)
electrolyte.

Region V can be reached in 3 ways. i) From low tem-
perature (b < 0.025), in Region II, as the salt concentra-
tion increases, the adsorption of ions undergoes a second-
order phase transition at bc2 ≈ 0.02 (for κ
B ≈ 1), gc ≈ 8,
with τc ≈ 1.5 (high critical point). The system parameters
at this critical point corresponds to n0 ≈ 0.35 nm−2 at a
temperature of 300K in a 0.38mM salt solution, consist-
ing of ions with a diameter of 1.8 Å. As the salt concen-
tration increases further, we reach Region V, where the
adsorption of ions undergoes a first-order phase transition
near the high critical point, in addition to the first-order
phase transition occurred near the low critical point in
Region II (see fig. 15). ii) From intermediate tempera-
ture (0.025 < b < 0.036) in Region III, as the tempera-
ture decreases or salt concentration increases, the adsorp-
tion of ions undergoes a second-order phase transition at
bc1 ≈ 0.03 (for κ
B = 3), gc ≈ 3 with τc ≈ 0.5 (low critical
point). The system parameters at this critical point cor-
respond to n0 ≈ 0.25 nm−2 at a temperature of 300K in a
2.8mM salt solution, consisting of ions with a diameter of
2.8 Å. As the salt concentration increases further, we reach
Region V, where the adsorption of ions undergoes an ad-
ditional first-order phase transition near the low critical
point (see fig. 15). iii) From high temperature (b > 0.036)
in Region IV, as the temperature decreases, the adsorp-
tion of ions undergoes a second-order phase transition at
bc2 ≈ 0.038 (for κ
B = 4), gc ≈ 4 with τ ≈ 1.5 (high crit-
ical point). The system parameters at this critical point
correspond to n0 ≈ 0.5 nm−2 at a temperature of 300K in
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Fig. 15. The charge regulation parameter τ as a function of
g in Region V (intermediate salt) with b = 0.02 and κ�B = 2
(below l1 line) (top) and κ�B = 1 (above l1 line) (bottom).
Note the existence of the τ > 1 solution, which occurs at finite
g (g ≈ 1.5 in this example), below l1 line, and g = 0, above
l1 line. The adsorption of ions undergoes two first-order phase
transitions; the first one takes place at g ≈ 3.3 (top) and g ≈
3.1 (bottom), in which τ jumps, respectively, from τ ≈ 0.2 to
τ ≈ 0.6 and τ ≈ 0.2 to τ ≈ 1 (near the low critical point); the
second one takes place at g ≈ 4 (top) and g ≈ 3.7 (bottom)
in which τ jumps, respectively, from τ ≈ 1.2 to τ ≈ 2.5 and
τ ≈ 1.8 to τ ≈ 4.5 (near the high critical point). Note that τ
exhibits a reentrant behavior in Region V, as in Regions III
and IV.

a 5.6mM salt solution, consisting of ions with a diameter
of 3.5 Å. As the salt concentration increases further, we
reach Region V, where the adsorption of ions undergoes
an additional first-order phase transition (near the high
critical point, again). Note that similar to Regions III and
IV, the charge regulation parameter also exhibits a reen-
trant behavior in Region V, right after the transition near
the high critical point (see fig. 15).

In Region VI, the number of ions adsorbed is very small
(τ ≈ 0), at low surface charge, but as the surface charge
reaches a certain value, a large number of ions is adsorbed
spontaneously to the surface, and the charge regulation
parameter displays a colossal jump, from τ ≈ 0.2 to τ ≈
3.5, below the l1 line, and τ ≈ 0 to τ ≈ 10, above the l1
line (see fig. 16). This behavior is similar to the behavior
in Region V of (1, 1) electrolyte, but the magnitude of the
jump is very large. It is important to note that having a
solution of such a magnitude as τ ≈ 4 − 10, is probably
unphysical. Therefore, in the regime where this occurs,

Fig. 16. The charge regulation parameter τ as a function of
g in Region VI (high salt) with b = 0.04 and κ�B = 4.65
(below l1 line) (top) and b = 0.02 and κ�B = 4 (above l1 line)
(bottom). At g ≈ 1.8 (top) and g ≈ 2.4 (bottom), τ displays
a colossal jump from τ ≈ 0.2 to τ ≈ 3.8 and τ ≈ 0.2 to τ ≈
12, respectively. As g further increase, τ exhibits a reentrant
behavior. However, we should note that in this region, our one-
loop calculation may break down.

Regions V and VI, above the l1 line, which is the high salt
and high surface charge regime, i.e., the strong coupling
regime, our one-loop calculation must break down.

5 Conclusion

In summary, we have, in this paper, described the
rich physics of charge regulation at one loop, where
correlation effects are taken into account. In particular,
we find various phase transitions exhibited by (1, 1)
and (2, 1) electrolytes. These transitions have physical
features that are similar to those exhibited not only in
a liquid-gas transition (Ising model) but also in a spin-1
lattice gas, a model for condensation and solidification of
a simple fluid [54]. Moreover, we find that (1, 1) and (2, 1)
electrolytes have distinct phase diagrams, indicating that
charge regulation at one loop is, unlike the mean-field
theory, no longer universal.

Our work may be extended in a few ways. First, thanks
to the generality of our framework, we can perform simi-
lar calculations without much difficulty to address the in-
teresting problem of evaluating the pressure between two
charged surfaces across an aqueous solution containing ei-
ther (1, 1) or (2, 1) electrolytes. This will allow us to make
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contact with a body of experimental works that measure
pressure between charged surfaces and to, perhaps, re-
solve a long-standing problem of explaining theoretically
the long-ranged attractions between similarly charged sur-
faces across an electrolyte solution. This long-ranged at-
tractions have been observed experimentally. Secondly,
with some efforts, we can extend our calculation to (3, 1)
electrolyte. This is not just an academic exercise because
in real systems there is always a possibility of having a
finite amount of electrolytes with valency higher than 2.
In fact, it is known experimentally that spermidine ions,
which have a valency of 3, condense DNA in vitro, not
divalent nor monovalent ions. To better understand these
systems and beyond, it is interesting to have exact results
for arbitrary (p, 1) electrolyte. Unfortunately, the exact
solution to the PB equation for (p, 1) electrolyte in planar
geometry has not yet been obtained. Our framework for
studying correlation effects requires this exact solution.
This is a subject for future study.

However, there is a few fundamental questions about
this work that needs further scrutiny. First, there is al-
ways a possibility that at some point our one-loop cal-
culations break down, especially for the strong coupling
regime where the surface charge and salt concentration
are high. Indeed, we have seen that for Regions V and VI
of (2, 1) electrolyte, the charge regulation parameter at
high surface charge is unusually large. It would be inter-
esting but challenging to obtain higher loops corrections.
Additionally, our theory contains an ultraviolet cut-off,
which we take it to be the size of the ion. In order to
regulate this divergence properly, we have to include the
hardcore interaction between the ions into our field theo-
retical framework. This may smooth out the logarithmic
divergence in the 2d self-energy. Finally, in a related issue,
surface charges are discrete in real systems. It is impor-
tant to address the discreteness of surface charges in ion
adsorption, based on, perhaps, the Langmuir model. The
resulting problem, however, does not enjoy in-plane trans-
lational invariance. This makes even solving the mean-field
PB equation difficult.
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Appendix A. The Green’s function and the
one-loop correction to the electrostatic
potential

In this appendix, we present some technical details on con-
structing the Green’s function, solving for the one-loop
corrections to the electrostatic potential, and computing

the one-loop Helmholtz free energy for the system. We will
attempt to write most of the mathematical expressions in
a form that is valid for both p = 1 and p = 2. Otherwise,
we will state clearly for what p the expression is intended.

Appendix A.1. Construction of the Green’s function

The Green’s function is the inverse of the operator
K(x,x′) defined in eq. (14) and satisfies the differential
equation eq. (20). Since the mean-field solution depends
only on z, we Fourier-transform G(x,x′) in the directions
parallel to the plane and write

G(x,x′) =
∫

d2q
(2π)2

e−iq·(r−r′) G(z, z′; q), (A.1)

where r and r′ are the two-dimensional position vectors
in the plane. Substituting eq. (A.1) into eq. (20), we find
{
−∂2

z + α2κ2 +
κ2

1 + p

[
p epϕ0(z) + e−ϕ0(z) − (1 + p)

]

+
2

λD
δ(z)

}
G(z, z′; q) = 
Bδ(z − z′), (A.2)

where α2 ≡ 1 + q2/κ2 and 2/λD = 
B(p2na+ + na−).
To solve eq. (A.2), we divide the space into three-regions,
z < 0, 0 < z < z′, and z′ < z. Without loss of generality,
we assume z′ > 0, and the solution to the case z′ < 0 can
be similarly obtained. We write G(z, z′; q) as

G>(z, z′; q)= A(z′)h−(z), for z > z′,

G<(z, z′; q)= B(z′)h−(z) + C(z′)h+(z), for 0 < z < z′,

G−(z, z′; q)= D(z′)h−(−z), for −∞ < z < 0,

where h±(z) are the two independent homogeneous solu-
tions, satisfying
[
−κ−2 ∂2

z + α2 − 1 +
p epϕ0(z) + e−ϕ0(z)

1 + p

]
h±(z) = 0,

(A.3)
and the coefficients, A(z′), B(z′), C(z′) and D(z′), are de-
termined by imposing the following boundary conditions
on the Green’s function:

G−(0, z′; q) = G<(0, z′; q),
G<(z′, z′; q) = G>(z′, z′; q),

∂zG<(z, z′; q)|z=0 − ∂zG−(z, z′; q)|z=0 =
2

λD
G(0, z′; q),

∂zG<(z, z′; q)|z=z′ = 
B + ∂zG>(z, z′; q)|z=z′ .

The first two conditions ensures that the Green’s func-
tion is continuous everywhere, and the next two condi-
tions ensures that the derivative of the Green’s function
is discontinuous at z = 0 and z = z′ as demanded by
the delta-functions in eq. (A.2). In particular, the third
boundary condition arises from the coulomb gas confined
to a 2D surface. The coefficients can be obtained in a
straightforward way, albeit with tedious algebra, and their
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expressions are not so illuminating to display here. Fortu-
nately, the relevant quantities to study charge regulation
depend only on the diagonal part of the Green’s function,
G(z, z; q), which can be written in a manageable expres-
sion

G(z, z; q) =

B

W(α)
[
h+(z)h−(z) + M(α)h2

−(z)
]
, (A.4)

where W(α) ≡ h′
+(z)h−(z)−h+(z)h′

−(z) is the Wronskian
(a prime denotes differentiation with respect to z), and

M(α) ≡ −1
2

[
h+(0)
h−(0)

+
h′

+(0)
h′
−(0)

]

+
W(α)

2h′
−(0)[h−(0) − h′

−(0)λD]
. (A.5)

So far, eq. (A.4) represents a general expression for
G(z, z; q) in terms of the homogeneous solutions h±(z),
valid for arbitrary p. However, h±(z) can only be solved
from eq. (A.3) for p = 1 and 2, because those are the cases
where exact solutions to the PB equation are known. It
turns out that the homogeneous solutions h±(z) can be
written in the following form, valid for both p = 1 and 2:

h±(z) = e±ακz

[
1 ∓ f(z)

α
+

g(z)
α2

]
, (A.6)

where f(z) and g(z) can be written separately for p = 1
and p = 2 as

f(z) ≡

⎧⎨
⎩

coth x1, for p = 1,

3 sinh x2 cosh x2

2(cosh x2 − 2)(cosh x2 + 1)
, for p = 2,

(A.7)

g(z) ≡

⎧⎨
⎩

0, for p = 1,

cosh x2 + 1
2(cosh x2 − 2)

, for p = 2,
(A.8)

where xp ≡ κ(z + zp), κzp ≡ − log γp, and γp are given by
eqs. (35) and (36) for p = 1 and p = 2, respectively. Using
eq. (A.6), it is straightforward to work out the Wronskian

W(α) =

⎧⎪⎨
⎪⎩

2κ

α
(α2 − 1), for p = 1,

κ

2α3
(α2 − 1) (4α2 − 1), for p = 2.

(A.9)

Similarly, M(α) can be worked out by substituting
eq. (A.6) into eq. (A.5), but their expressions are rather
too long to reproduce here. Instead, we list them in ap-
pendix B (see eq. (A.2)).

To discuss the self-energy in physical terms, it may
be more convenient to split it into three contributions,
G(x,x) = 2V0 + GDH(0) + G(z, z), where

V0 ≡ 
B

2

∫
d2q

(2π)2
1
2q

,

is the bare (infinite) self-energy,

GDH(0) ≡ 
B

2

∫
d2q

(2π)2

(
1√

q2 + κ2
− 1

q

)
= −
Bκ

4π
,

Fig. 17. A plot of G(z, z) (divided by g) as a function of z/λ
(the solid line) for p = 1 (top) and p = 2 (bottom), with s = 1,
θ = 0.8, and τ = 0.6. As given in eq. (A.10), G(z, z) represents
the contribution to the self-energy of an ion from the presence
of the charged plate along with its counterions and co-ions.
It can be written as a sum of two contributions: G(z, z) =
G2d(z, z) + G3d(z, z), where G2d(z, z) (the long-dashed line) is
the self-energy of an ion at a distance z away from a surface
on which a coulomb gas is confined and it is given by eq. (33).
Note that the logarithmic divergence in G(z, z) as z → 0 stems
from G2d(z, z), since G3d(z, z) (the dotted line) remains finite
as z → 0. The dashed line represents G(z, z) without charge
regulation, i.e., θ = τ = 0, in which case, G(z, z) no longer
diverges as z → 0.

is the Debye-Huckel self-energy, and

G(z, z) =
∫

d2q
(2π)2


B

W(α)

{
h+(z)h−(z) − W(α)

2ακ

+M(α)h2
−(z)

}
, (A.10)

is the self-energy of an ion in the presence of the charged
plate at a distance z away from it. In fig. 17, we plot
G(z, z) for both p = 1 and p = 2. It is clear that for large
|z| → ∞, G(z, z) ∼ −e−2κ|z| at finite s. On the other
hand, in the limit s → 0, we find G(z, z) ∼ −3 
B/(8π|z|),
which decays algebraically as |z| → ∞. In both cases,
G(z, z) → 0 as |z| → ∞. Thus, the self-energy of an ion
approaches the bulk value, which is given by the Debye-
Huckel contribution, as it should be.

Furthermore, it should be noted that G(z, z) is always
negative. This indicates that an ion (regardless of the sign
of its charge) gains (correlation) energy as it gets closer to
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the plate. In fact, as long as there is charge regulation, i.e.,
when τ �= 0 and θ �= 0, G(z, z) diverges logarithmically as
|z| → 0. This divergence arises from the fluctuations of
a Coulomb gas confined to a plane (see fig. 17). Indeed,
evaluating G(z, z) at z = 0 from eq. (A.10), we can write,
after some algebra,

G(0, 0) =
∫

d2q
(2π)2


B

2ακ

{
− 1

1 + ακλD

+
ακλ2

D

1 + ακλD

[
h′
−(0) + ακh−(0)

h−(0) − λDh′
−(0)

]}
. (A.11)

In this form, which is valid for p = 1 and 2, G(0, 0) is
manifestly written as a sum of two contributions: G(0, 0) =
G2d(0, 0) + G3d(0, 0). The first term

G2d(0, 0) = −
B

2

∫
d2q

(2π)2
1

ακ (1 + ακλD)
,

comes from the contribution to the self-energy from the
two-dimensional adsorbed ions. It is logarithmically di-
vergent, and we use a, the size of an ion, as a microscopic
cut-off to regularize it; this gives

G2d(0, 0) ≈ − 
B

4πλD
[ln (2πλD/a) − ln (1 + κλD)] .

(A.12)
Note, however, that G2d(0, 0) vanishes when τ = θ = 0,
i.e., when there is no adsorbed ions.

The second term in eq. (A.11), G3d(0, 0), may be in-
terpreted as the contribution to the self-energy of an ion
located at z = 0 from the fluctuations of the free ions in
the bulk. It can be written in a form that is valid for p = 1
and p = 2 as

G3d(0, 0) =

B

2

∫
d2q

(2π)2

(
1

ακ + 1/λD

)

×
{

αf ′(0)+g′(0)
(ακ+1/λD)[α2+αf(0)+g(0)]−[αf ′(0)+g′(0)]

}
,

(A.13)

where f(z) and g(z) are given in eqs. (A.8) and (A.9),
respectively. An exact but long expression for G3d(0, 0)
is presented in appendix B. First, we note that G3d(0, 0)
is perfect finite, even in the limit λD → ∞, i.e., τ =
θ = 0, when there is no ions absorbed onto the surface.
This can be seen either from eq. (A.13) or from fig. 17.
Thus, the divergence in G(0, 0) disappears when there is
no absorbed ions on the plate (see fig. 17). This implies
that the nature of the electrostatic correlations is distinct
for charged surfaces with or without charge regulation.

Appendix A.2. One-loop corrections to the
electrostatic potential

The differential equation for the one-loop corrections to
the electrostatic potential, 〈[ıΔψ(z)]〉1, is given by eq. (27)
{
−∂2

z +
κ2

1 + p

[
p epϕ0(z) + e−ϕ0(z)

]}
〈[ıΔψ(z)]〉1 =

κ2G(z, z)
2(1 + p)

[
p2epϕ0(z) − e−ϕ0(z)

]
,

where G(z, z) is given by eq. (A.10). The two boundary
conditions are given by i) 〈[ıΔψ(z)]〉1 → 0 as z → ∞ and
ii) ∂z〈[ıΔψ(z)]〉1|z=0 = 0. We seek the solution of the form

〈[ıΔψ(z)]〉1 =
∫

d2q
(2π)2


B

W(α)
[H1(z) + M(α)H2(z)] ,

(A.14)
where Hi(z) (i = 1, 2) are the solutions to the inhomoge-
neous differential equations
{
−∂2

z +
κ2

1 + p

[
p epϕ0(z) + e−ϕ0(z)

]}
Hi(z) = κ2Fi(z),

(A.15)
and the functions F1(z) and F2(z) are defined by (for both
p = 1 and p = 2),

Fi(z) ≡ p2epϕ0(z) − e−ϕ0(z)

2(1 + p)

×
{

h+(z)h−(z) −W(α)/(2ακ), for i = 1,

h2
−(z), for i = 2.

It is straightforward to find the inhomogeneous solutions
Hi(z) and they can be written as

Hi(z) = y0(z) [Bi(α) + yi(z)] , (A.16)

where y0(z) ≡ ϕ′
0(z)/κ is the homogeneous solution to

eq. (A.15), ϕ0(z) is the mean-field potential given by
eq. (34),

Bi(α) ≡ − ∂z[y0(z)yi(z)]
y′
0(z)

∣∣∣∣
z=0

, (A.17)

are constants (the exact expressions for Bi(α) are pre-
sented in appendix B) to ensure that the boundary con-
dition, ∂zHi(z)|z=0 = 0, is satisfied

y1(z) ≡ 1
8α4

×

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−α2 coth x1, for p = 1,

csch x2 +
(
α2 − 1

)
(κz − coth x2)

−
(
4α2 − 3

) sinhx2

cosh x2 − 2
, for p = 2,

and

y2(z) ≡ e−2ακz

8α
×

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

1 + α coth x1

α2
, for p = 1,

t1(z)
4α2 − 1

+
t2(z)

α
+

t3(z)
α2

+
t4(z)
α3

+
1
α4

, for p = 2,
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where

t1(z) ≡ 12(cosh x2 + 2α sinhx2),

t2(z) ≡ 8
3

coth x2 +
12 csch x2

cosh x2 − 2
+

17(2 − cosh2 x2)
3 sinh x2

,

t3(z) ≡ 2 cosh x2 (5 − cosh x2)
cosh x2 − 2

,

and

t4(z) ≡ 3 sinh x2

cosh x2 − 2
+

4
3

coth
(x2

2

)
− 1

3
sinhx2.

In the above formulae, we have made use of xp defined
earlier by xp ≡ κ(z + zp), κzp ≡ − log γp, and γp are given
by eqs. (35) and (36) for p = 1 and p = 2, respectively.
Note that there is a term proportional to z in y1(z) for
p = 2. It has important implication for the one-loop elec-
trostatic potential below. Finally, substituting H1(z) and
H2(z) into eq. (A.14), we obtain a complicated expression
for 〈[ıΔψ(z)]〉1, especially for p = 2.

In fig. 18, we plot 〈[ıΔψ(z)]〉1 as a function of z. As
expected, 〈[ıΔψ(z)]〉1 seems to decay with distance to zero
exponentially. However, it is probably more instructive to
disscuss the asymptotics of 〈[ıΔψ(z)]〉1 as |z| → ∞. For
p = 1, we find

〈[ıΔψ(z)]〉1 = −
Bκ

8π
A1γ1 e−κ|z| + O(e−2κ|z|), (A.18)

where A1 is given by

A1 =
∫ ∞

1

dα

α2 − 1
{
8α2 [B1(α) + M(α)B2(α)] − 1

}
.

(A.19)
Thus, for monovalent counterions we can define an effec-
tive charge at one loop

σ
(1)
eff = σ

(0)
eff

[
1 −

(

Bκ

8π

)
A1

]
, (A.20)

where σ
(0)
eff is the mean-field effective charge given in

eq. (38).
For p = 2, we find

〈[ıΔψ(z)]〉1 = −
Bκ

8π
[A2 + (3/2)(log 3)κ|z|] γ2 e−κ|z|

+O(e−2κ|z|), (A.21)

where A2 is given by

A2 = 24κ
∫ ∞

1

α dα

W(α)

[
B1(α) + M(α)B2(α) − 5α2 − 4

8α4

]
.

(A.22)
It is important to observe that for sufficiently large |z|,
〈[ıΔψ(z)]〉1 ∼ −κ|z| e−κ|z| dominates even the mean-field
electrostatic potential, since ϕ0(z) ∼ e−κ|z|. Thus, we ob-
tain an interesting result that the one-loop electrostatic
potential, ϕ1(z) = ϕ0(z) + 〈[ıΔψ(z)]〉1, always becomes

Fig. 18. A plot of the one-loop corrections to the electrostatic
potential 〈[ıΔψ(z)]〉1 (divided by g) as a function of z/λ, with
τ = 0.6, θ = 0.8, and s = 0.6 for p = 1 (top) and p = 2
(bottom). For small z/λ 	 1, 〈[ıΔψ(z)]〉1 goes like z2, so that
∂z〈[ıΔψ(z)]〉1|z=0 = 0, as required by charge neutrality. (The
bottom inset shows the behavior of 〈[ıΔψ(z)]〉1 for p = 2 as z
approaches zero.) When z/λ 
 1, 〈[ıΔψ(z)]〉1 decays exponen-
tially. The dashed line is 〈[ıΔψ(z)]〉1 without charge regulation.
Note that the overall magnitude of the 〈[ıΔψ(z)]〉1 is smaller
when there is charge regulation because the charge plate is
partially neutralized.

negative for sufficiently large z. Physically, this suggests
that divalent counterions overscreen the charged plate, so
that it appears to be oppositely charged at large distances.
While this is the case with or without charge regulation,
it is clear when the surface charge is zero, ϕ1(z) vanishes
identically since γ2 = 0. However, with charge regulation,
we could have a situation where just enough of the di-
valent counterions are absorbed to neutralize the surface
charges, i.e., τ = 1. In this case, we have a neutral surface
(hence, the mean-field potential ϕ0(z) = 0), but with a
monolayer of a Coulomb gas confined to the surface, whose
fluctuations, described by G2d(z, z) in eq. (33), give rise to
a non-zero electrostatic potential given by (for τ = 1)

〈[ıΔψ(z)]〉1 = −κ
B(p − 1)
8π

×
∫ ∞

1

dα
2αe−κ|z| − e−2ακ|z|

(1 + ακλD)(4α2 − 1)
, (A.23)

which decays exponentially for large z, in contrast to
eq. (A.21). Note that this result is general, valid for ar-
bitrary p, and in particular, for monovalent counterions
(p = 1), 〈[ıΔψ(z)]〉1 remains zero at τ = 1. Thus, there is
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something qualitatively different between monovalent and
divalent counterions.

For short distances, we find

〈[ıΔψ(z)]〉1 = 〈[ıΔψ(0)]〉1 + O(z2), (A.24)

for both p = 1 and 2. Note that the fact that it goes like z2

(see also fig. 18) is required by charge neutrality condition.
The constant term is formally given by

〈[ıΔψ(0)]〉1 =
∫

d2q
(2π)2


B

W(α)
[H1(0) + M(α)H2(0)] .

(A.25)
An exact but long expression for 〈[ıΔψ(0)]〉1 is presented
in appendix B.

Appendix A.3. The grand potential and the
Helmholtz free energy at one loop

In this subsection, we calculate the grand potential
and Helmholtz free energy at one loop. The latter is
needed to properly construct the phase diagrams in
sect. 4. The grand potential, Ω[φ], is defined by Ω[φ] ≡
−kBT lnZμ±, μa± [φ], where the grand partition function,
Zμ±, μa± [φ], is given by eq. (3). To one-loop order, we find

βΩ1[φ]=βΩ0[φ] −
∫

d3x

[
δΛa+

Λ
(0)
a+

na+ +
δΛa−

Λ
(0)
a−

na−

]
δ(z)

− κ2

(1 + p)
B

∫
d3x

[
δΛ+

pΛ
(0)
+

epϕ0(z)+
δΛ−

Λ
(0)
−

e−ϕ0(z)

]

+
1
2

ln det K̂ − 1
2

ln det
[
−∇2

x/
B

]
, (A.26)

where the first term on the right-hand-side is the mean-
field grand potential, the next two terms come from the
expansions of Λa± and Λ±, respectively (see eq. (8)), and
the last two terms come from the “Gaussian” integration
over the quadratic order of Δψ in eq. (8), and from the
normalization constant, N0, in eq. (3), respectively.

At the mean-field level, the grand potential is simply
given by the zero-loop action βΩ0[φ] = S[ψ0, φ], which
has the form βΩ0[φ] = −℘V + Σ0A, as expected for an
interfacial problem [55]. The pressure (in units of kBT )
is given by ℘ = κ2/(p
B) = (1 + p)cs, from which we
identify: κ2 = p(1 + p)cs
B , where cs is the average salt
concentration. The mean-field surface tension, Σ0, is given
by6

Σ0 =
n0

Z
ϕ0(0) − 2

[
n

(0)
s+ + n

(0)
s−

]
− (na+ + na−)

− n0

Z(1 + p)
ln

[
pΛ

(0)
+

Λ
(0)
−

]
, (A.27)

6 Note that there is an arbitrary constant U0 in the external

potential, φ(x). We have set ZU0 = (1+p)−1 ln(pΛ
(0)
+ /Λ

(0)
− ) in

order to correctly produce the free energy for the counterion-

only case in the limit Λ
(0)
− → 0.

where we have defined

n
(0)
s± =

κ2

(Z±/Z)(1 + p)
B

∫ ∞

−∞
dz
[
e±(Z±/Z)ϕ0(z) − 1

]
,

(A.28)
which may be interpreted as the mean-field Gibbs absorp-
tion of the positive and negative ions, respectively. The
Gibbs adsorption has the following physical meanings: if
it is positive, then particles tend to stay near the surface;
if it is negative, the surface is depleted of particles. Next,
the second and the third term in eq. (A.26) can be calcu-
lated, with the help of eqs. (24) and (26), to give a volume
contribution

βΔΩ2B/V = −κ2


B
V0 +

κ3

8π
, (A.29)

and a surface contribution

βΔΩ2S/A = −
(

V0 −

Bκ

8π

)[
p2n

(0)
s+ + n

(0)
s−

]

−
[
V0 −


Bκ

8π
+

1
2
G(0, 0)

] (
p2na+ + na−

)

+ (p na+ − na−) 〈[ıΔψ(0)]〉1. (A.30)

Finally, the fundamental quantity to evaluate in
eq. (A.26) is the functional determinant:

βΔΩ ≡ 1
2

ln det K̂ − 1
2

ln det
[
−∇2

x/
B

]
, (A.31)

where K̂ is defined in eq. (14). Differentiating eq. (A.31)
with respect to 
B and using the identity: δ ln det X̂ =
Tr X̂−1 δX̂, for any operator X̂, we find

∂βΔΩ

∂
B
=

1
2
B

∫
d3xG(x,x)

× ∂

∂
B

{
κ2

1 + p

[
pepϕ0(z)+e−ϕ0(z)

]
+

2
λD

δ(z)
}

,

(A.32)

where we have made use of the fact that the inverse of K̂ in
position space is the Green’s function, G(x,x′), and that
the trace in position space corresponds to setting x = x′

and integrating over space. Writing G(x,x) as a sum of 3
contributions: G(x,x) = 2V0 − 
Bκ/(4π) + G(z, z), we see
that eq. (A.32) has a volume and a surface contribution.
The volume term can be written as

1
V

∂βΔΩB

∂
B
≡ +

1
2
B

(
2V0 −

κ
B

4π

)
∂κ2

∂
B
, (A.33)

which can be integrated back to give βΔΩB. The first
term, which represents the bare self-energy term, pre-
cisely cancels the bare self-energy term in eq. (A.29). It
is straightforward to show that the second term is sim-
ply the standard Debye-Huckel result for a homogeneous
electrolyte: βΔΩDH/V = −κ3/(12π) [51].

The surface contribution to eq. (A.32) contains four
contributions. The first one is the self-energy terms that
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cancel the bare self energies in eq. (A.30). The second term
is the Debye-Huckel surface term

βΔΩS2/A = −κ
B

8π

{[
p2n

(0)
s+ + n

(0)
s−

]
+ (p2na+ + na−)

}
,

(A.34)
which cancels the corresponding terms in eq. (A.30). The
third and fourth surface terms are

∂βΔω3d

∂
B
≡ 1

A
∂βΔΩS3

∂
B
≡ 1

2
B

∫ ∞

−∞
dz G(z, z)

× ∂

∂
B

{
κ2

1 + p

[
p epϕ0(z) + e−ϕ0(z)

]}

−
B

[
p2n

(0)
s++n

(0)
s−

] ∂

∂
B

(
V0


B
− κ

8π

)
, (A.35)

∂βΔω2d

∂
B
≡ 1

A
∂βΔΩS4

∂
B
≡ 1

2
B
G(0, 0)

∂

∂
B

(
2

λD

)

−
B

(
p2na++na−

) ∂

∂
B

(
V0


B
− κ

8π

)
. (A.36)

Integrating eqs. (A.35) and (A.36) with respect to 
B , and
after some algebra, we find that the sum, βΔω2d+βΔω3d,
can be written as

βΔω2d + βΔω3d ≡ 1
2

∫
d2q

(2π)2

{
−2 ln Φi(α)

+ ln
[−h′

−(0)h−(0)
ακ

+
h2
−(0)

ακλD

]

− 
B

2ακ

[
p2n

(0)
s+ + n

(0)
s− + p2na+ + na−

]}
, (A.37)

where Φ1(α) = 1+1/α and Φ2(α) = (1+1/α)[1+1/(2α)]
for p = 1 and p = 2, respectively, and h−(0) is one of
the homogeneous solutions given by eq. (A.6) evaluated
at z = 0.

We are now in a position to obtain explicit expres-
sions for the grand potential and the Helmholtz free en-
ergy for our system. The grand potential can be expressed
as βΩ1[φ] = −℘1V + Σ1A. The bulk pressure at one-
loop, ℘1, has three contributions: a mean-field contribu-
tion, ℘ = κ2/(p
B) = (1+p)cs, a contribution coming from
the second term in eq. (A.29), and a contribution coming
from the functional determinant, eq. (A.33). Therefore,
℘1 = (1+p)cs−κ3/(8π)+κ3/(12π) = (1+p)cs−κ3/(24π),
which is precisely the pressure for a homogeneous elec-
trolyte. Similarly, the surface tension to one loop is

Σ1 = Σ0 + (pna+ − na−) 〈[ıΔψ(0)]〉1
−1

2
G(0, 0)

(
p2na+ + na−

)
+ βΔω2d + βΔω3d.

(A.38)

The Helmholtz free energy at the one-loop level is re-
lated to the grand-canonical potential by

βF1 = βΩ1[φ] +
∑
i=±

μ
(1)
i

∫
d3x 〈ρ̂i(x)〉1

+
∑
i=±

μ
(1)
ai

∫
d3x 〈ρ̂ai(x)〉1, (A.39)

with the one-loop ion distributions given by eqs. (22)
and (23). The chemical potentials to one loop are given
by

μ
(1)
± = ln

(
Λ

(0)
± a3

±

B

)
− (Z±/Z)2

(

Bκ

8π

)
, (A.40)

μ
(1)
a± = ln

(
Λ

(0)
a±a2

c±

B

)
∓ (Z±/Z)〈[ıΔψ(0)]〉1

−(Z±/Z)2
(


Bκ

8π

)
+

1
2

(Z±/Z)2 G(0, 0). (A.41)

The free energy has the form: F1 = f
(1)
B V+f

(1)
S A. We find

that the bulk contribution to the free energy is precisely
the Debye-Huckel free energy:

βf
(1)
B = −℘1 −

κ3

8π
+

κ2

p
B
ln
[

κ2a3

p(1 + p)
B

]

= (1 + p) cs

[
ln
(
csa

3
)
− 1
]
− κ3

12π
, (A.42)

where a ≡ (pp/3 a+ ap
−)1/(1+p). The surface contribution is

given by

βf
(1)
S =

∑
i=±

nai

[
ln
(
nai a2

ci e−εi
)
− 1
]

−κ
B

8π
(p2na+ + na−) + βΔω2d

+ns+ ln
[

κ2 a3
+

p(1 + p)
B

]
+ ns− ln

[
κ2 a3

−
(1 + p)
B

]

−2
[
n

(0)
s+ + n

(0)
s−

]
+ (pns+ − ns−)ϕ0(0)

−κ
B

8π

[
p2n

(0)
s+ + n

(0)
s−

]
+ βΔω3d, (A.43)

where βΔω2d + βΔω3d is given by eq. (A.37), ns± ≡
n

(0)
± + Δns±, are the one-loop Gibbs adsorption of the

positive and negative ions, respectively, and the one-loop
corrections terms Δns± are given by

Δns± ≡ κ2

(Z±/Z)(1 + p)
B

∫ +∞

−∞
dz e±(Z±/Z)ϕ0(z)

×
[
±(Z±/Z)〈[ıΔψ(z)]〉1 −

1
2
(Z±/Z)2G(z, z)

]
.

(A.44)

In eq. (A.43), we have discarded a term that is higher order
in 
B , namely, ∝ κ
BΔns±. Note that the expression for
the surface free energy at one loop given by eq. (A.43) is
general, valid for arbitrary p. The first three terms in βf

(1)
S

represent the free energy (one loop) of the adsorbed ions,
and the rest of terms represent the free energy of the ions
in the bulk. It should also be mentioned that eq. (A.43)
also contain a logarithmic divergent term associated with
the free energy of charge fluctuations in 2d represented by
ω2d [45] (see footnote5). We close this section by pointing
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M(α) =

8

>

>

>

>

<

>

>

>

>

:

ν + 2θ(ν2 − α2s2)

(αs + ν)[(1 − τ)2 + (αs + 2θ)(αs + ν)]
, for p = 1,

− c0(a0 − a2α
2)

b0(b0 + b1α + b2α2)(c0 + c1α + c2α2 + c3α3)
− α(α2 − 1)(4α2 − 1)(1 + γ2)

4(1 − 4γ2 + γ2
2)4

(e0 + e1α + e2α2 + e3α3)(c0 + c1α + c2α2 + c3α3)
, for p = 2,

(A.2)

G3d(0, 0) =

8

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

:

− �B

4πλ

8

>

>

<

>

>

:

θ ln

»

(s + 2θ)2

(ν + 2θ)(s + ν)

–

+ 2
ˆ

(1 − τ)2 + νθ − 2θ2
˜

˛

˛

˛

˛

˛

˛

˛

˛

tanh−1

„√
(ν −2θ)2−4(1−τ)2

2s+ν+2θ

«

p

(ν − 2θ)2 − 4(1 − τ)2

˛

˛

˛

˛

˛

˛

˛

˛

9

>

>

=

>

>

;

, for p = 1,

−κ�B

4π

Z ∞

1

dα
α(κλD)2(c0 + 6αγ2d0)

(1 + ακλD)(e0 + e1α + e2α2 + e3α3)
, for p = 2.

(A.3)

B1(α) =
1

8α4

8

>

>

>

>

<

>

>

>

>

:

α2 2(1 − τ)2 + s2

s
p

s2 + (1 − τ)2
, for p = 1,

(1 − γ2
2)

(1 − 4γ2 + γ2
2)d3

˘

α2
ˆ

5d3 + 12γ2

`

1 − γ2 + γ2
2

´˜

−
ˆ

5d3 + 6γ2 (1 − γ2)
2˜¯ , for p = 2,

(A.4)

out that the equilibrium values for na± as given eq. (32)
can be obtained by minimizing f

(1)
S with respect to na±,

as they should be.

Appendix B. Long mathematical expressions

In this appendix, we present those long mathematical ex-
pressions that might have been too distracting to be put
in the main text. First, we give an exact solution for γ2,
and then we list the long expressions for M(α), G3d(0, 0),
Bi(q), and 〈[iΔψ(0)]〉1.

Equation (36) can be recast into a cubic equation,
which can actually be solved. The solution γ2 can be writ-
ten as

γ2 = 1 − s

1 − τ
+

2
|1 − τ | cos(Θ/3), (B.1)

where s ≡ κλ,

Θ ≡

⎧⎪⎨
⎪⎩

2π − tan−1 |A/B| , for τ < 1 and B < 0,

π + tan−1 |A/B| , for τ < 1 and B > 0,

2π + tan−1 |A/B| , for τ > 1,

with

A ≡ (1 − τ)
√

3 s4 + 12(1 − τ)2s2 + 16(1 − τ)4,
B ≡ 4 (1 − τ)3 − 6(1 − τ)2s + 3(1 − τ)s2 − 2s3.

The expression for M(α) is formally given by eq. (A.5),
valid for p = 1 and p = 2. Explicitly, we find

see eq. (A.2) above

where θ ≡ Z(na+ +na−)/n0, ν ≡
√

s2 + (1 − τ)2, s ≡ κλ,
a0 ≡ (1+γ2)6, a2 ≡ (1+γ2)4(1+8γ2 +γ2

2)−36γ2
2(1+γ2

2),
b0 ≡ (1 + γ2)3, b1 ≡ 3(1 − γ2)(1 + γ2

2), b2 ≡ 2(1 + γ2)(1 −
4γ2 +γ2

2), c0 ≡ 6γ2(1−γ2)(1+γ2)3, c1 ≡ (1+γ2)6−72γ3
2 ,

c2 ≡ b1b2/2 = 3(1−4γ2 +γ2
2 −γ4

2 +4γ5
2 −γ6

2), c3 ≡ b2
2/2 =

2(1−6γ2+3γ2
2+20γ3

2+3γ4
2−6γ5

2+γ6
2), e0 ≡ c0κλD+b0b2/2,

e1 ≡ c2 + c1κλD, e2 ≡ c3 + c2κλD, and e3 ≡ c3κλD. As
one can probably surmise, the calculation for p = 2 is
extremely complicated.

The expression for G3d(0, 0) is formally given by
eq. (A.13), which is valid for p = 1 and 2. Explicitly, we
find

see eq. (A.3) above

The expression for Bi(α) is formally given by eq. (A.17).
Explicitly, we find

see eq. (A.4) above

and
see eq. (B.5) on the next page

The expression for 〈[iΔψ(0)]〉1 is formally given by
eq. (A.25). Explicitly, we find

see eq. (B.6) above

where d0 ≡ 1 + 4γ2 − 6γ2
2 + 4γ3

2 + γ4
2 , d1 ≡ (1 − γ2)a2 =

1 + 11γ2 − 9γ2
2 + 53γ3

2 − 53γ4
2 + 9γ5

2 − 11γ6
2 − γ7

2 , d2 ≡
b0b2/2− 6γ2d0 = 1− 6γ2 − 33γ2

2 +20γ3
2 − 33γ4

2 − 6γ5
2 + γ6

2 ,
d3 ≡ 1 − 2γ2 + 6γ2

2 − 2γ3
2 + γ4

2 .
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, for p = 2.

(B.5)

〈[iΔψ(0)]〉1 =
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− �Bκ

32π

Z ∞

1

dα

d3

»

b0d0 + d1α

b0 + b1α + b2α2
+

2d0e0 + (b2d1 − 2d0d2κλD) α − b2d1κλDα2

2(e0 + e1α + e2α2 + e3α3)

–

, for p = 2,

(B.6)
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