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Abstract We investigate various aspects of the Lanczos
coefficients in a family of free Lifshitz scalar theories, char-
acterized by their integer dynamical exponent, at finite tem-
perature. In this non-relativistic setup, we examine the effects
of mass, finite ultraviolet cutoff, and finite lattice spacing on
the behavior of the Lanczos coefficients. We also investi-
gate the effect of the dynamical exponent on the asymptotic
behavior of the Lanczos coefficients, which show a universal
scaling behavior. We carefully examine how these results can
affect different measures in Krylov space, including Krylov
complexity and entropy. Remarkably, we find that our results
are similar to those previously observed in the literature for
relativistic theories.
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1 Introduction

Quantum chaos is an interesting subject though it is difficult
to understand. This is due to the fact that the time evolution of
quantum mechanics is local and unitary and thus, in general,
it is hard to study the emergence of ergodic behavior in quan-
tum systems. Therefore it is of great interest to understand
thermal behavior at the quantum level in which the eigenstate
thermalization hypothesis plays an important role [1–4].

At the classical level, the chaotic behavior may be associ-
ated with the sensitivity of trajectories in the phase space to
the initial conditions. Indeed, in chaotic systems two initially
nearby trajectories separate exponentially fast characterized
by the Lyapunov exponent. Having dealt with trajectories, it
is then clear why the generalization of chaos to the quantum
level should not be straightforward.

Nonetheless, to probe the nature of quantum chaos cer-
tain quantities have been introduced in the literature. These
include, for example, out-of-time-order correlators (OTOCs)
[5,6]. Semiclassically due to the butterfly effect, OTOCs
exhibit an exponential growth characterized by the Lyapunov
exponent which is conjectured to be bounded [7]. The bound
saturates for certain strongly interacting models which have
holographic descriptions such as the Sachdev–Ye–Kitaev
(SYK) model [8–10]. We note, however, that the exponential
growth of OTOCs is not a generic feature of chaotic systems
[11,12].

It is an interesting problem to explore a possible uniform
approach that could describe the chaotic nature of chaotic
systems. Recently, it has been proposed that the operator
growth in many body systems may have enough informa-
tion to make a distinction between chaotic and non-chaotic
systems [13]. In a general many-body quantum system, the
evolution of an operator is given by the Heisenberg equa-
tion, O(t) = e−i HtOeiHt , by which a simple operator may
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become rather a complex operator as time evolves. Here H
is the Hamiltonian of the system. More precisely, at any time
the operator may be expanded in terms of nested operators
[H, [H, · · · , [H,O]]] as follows

O(t) = e−i HtOeiHt =
∞∑

n=0

(i t)n

n! Ln, (1.1)

where Ln = {O, [H,O], [H, [H,O]], · · · }. These nested
operators, given a proper inner product in the space of opera-
tors, are not orthogonal and normalized, although it is possi-
ble to construct an orthogonal and ordered basis known as the
Krylov basis. The procedure by which the basis is constructed
is known as the Gram–Schmidt process. The construction of
the Krylov basis via a recursion method amounts to defin-
ing Lanszoc coefficients bn that contain information on the
dynamics of the operator in the Krylov space. It is then natu-
ral to define a measure that probes the growth of the operator
over the Krylov basis which could be thought of as an indi-
cator of how complex the operator might become as time
evolves. The corresponding measure is known as the Krylov
complexity or K-complexity, which has been the subject of a
wide regain interest from many body systems to holography
[14–48].

The authors of [13] proposed a universal operator growth
hypothesis that relates the asymptotic behavior of the Lanc-
zos coefficients to the nature of the dynamics of the system
under consideration. More precisely, for a chaotic many-body
quantum system (for dimensions greater than one) without
symmetry the Lanczos coefficients, asymptotically, should
grow linearly

bn = αn + γ + O(1), for n � 1, (1.2)

where α > 0 is a real constant referred as the growth rate and
γ is also a constant. In this case, the K-complexity exhibits an
exponential growth with an exponent λ = 2α. This hypothe-
sis is motivated by the behavior of the power spectrum (that
is the Fourier transformation of auto-correlation function) at
high frequency limit [49]. Indeed the linear growth of the
Lanczos coefficients is equivalent to the exponential decay
of the power spectrum which in turn is equivalent to a pole
in the auto-correlation function.

Although, for chaotic systems considered in the literature,
the Lanczos coefficients exhibit asymptotic linear growth, it
seems that the above proposal is not universal in the sense that
the linear growth may not be directly related to the chaotic
nature of the system. Indeed, the asymptotic linear growth
may also occur even in non-chaotic models [19,26]. Actually,
for continuous systems such as quantum field theory, the
situation is even worst in the sense that for a local operator
the Lancsoz coefficients always exhibit linear growth unless
we add extra ingredients to the system, such as adding a
hard cutoff or putting the theory on a compact space [50,51].

Intuitively, this is because, for any field theory, the singularity
of the two-point function when the operators approach each
other yields an exponential decay in the power spectrum,
which automatically results in an asymptotic linear growth
for Lanczos coefficients, preventing it from being a good
probe for chaos.

As we mentioned the asymptotic linear growth of the
Lanczos coefficients implies an exponential growth of the
K-complexity in the asymptotic limit t → ∞, i.e,

KO(t) ∝ eλK t , (1.3)

where the exponent λK controls the rate of change of KO(t).
It was shown in [13] that in local quantum many-body sys-
tems at infinite temperature with finite-dimensional Hilbert
spaces, λK bounds the Lyapunov exponent, i.e., λL ≤ λK ,
which conjecturally applies even at finite temperature, which
would put even tighter bound on chaos. Moreover, from the
general behavior of the exponent λK for systems at finite tem-
perature, it is plausible to conjecture the following inequality
[15]

λL ≤ λK ≤ 2πT . (1.4)

The aim of this article is to further explore the behavior of
Lanczos coefficients, K-complexity, and the above conjec-
tural bound for certain systems with Lifshitz scaling symme-
try acting as

t → λzt, xi → λxi , (1.5)

where t is time and xi ’s are spatial directions of the space-
time. Moreover, z denotes the dynamical critical exponent
that determines the anisotropy between time and space such
that for z = 1 the relativistic scaling is recovered. A quan-
tum field theory that respects the above symmetry is a Lifshitz
field theory1 (see [55] for a review). In particular, we consider
ad-dimensional scalar theory which is a generalization of rel-
ativistic Klein–Gordon theory and respects Lifshitz scaling
symmetry in the massless limit with the following action [55]

S = 1

2

∫
dt dd−1x

(
φ̇2 −

d∑

i=1

(
∂ zi φ

)2 + m2zφ2

)
, (1.6)

where the dot indicates derivative with respect to t . The cor-
responding dispersion relation takes the form

ε2
k = k2z + m2z, (1.7)

where k2z = ∑d
i=1 k

2z
i . By replacing the space continuum

with a discrete mesh of lattice points the above expression

1 Further discussions on different aspects of Lifshitz symmetries can
be found in e.g. [52–54].
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can be transformed into a discrete counterpart as follows [58]

ε2
k =

d−1∑

i=1

(
2 sin

πki
N

)2z

+ m2z, (1.8)

where we assume a hypercubic lattice with length N in every
spatial direction. Recently, there have been many attempts
to investigate various properties of information measures,
including entanglement entropy, in such theories. These
investigations have led to a remarkably rich and varied range
of new insights, e.g., [58–67]. Related investigations attempt-
ing to better understand quantum chaos, computational com-
plexity, and entanglement measures in the context of Lifshitz
holography have also been reported in [68–70].

The remainder of our paper is organized as follows: in
Sect. 2, we give the general framework in which we are work-
ing, establishing our notation and the general form of the
Lanczos coefficients, K-complexity, and other related quan-
tities in the Krylov space. In Sect. 3, we consider the con-
tinuum case and study the properties of Lanczos coefficients
and K-complexity numerically. We present a combination of
numerical and analytic results on the scaling of these quan-
tities. To get a better understanding of the results, we will
also compare the behavior of complexity to other measures
including K-entropy. In Sect. 4, we extend our studies in
the presence of a UV cutoff, either by introducing a finite
UV cutoff in continuous momentum space or considering
a discretized version of our model with finite lattice spac-
ing. We review our main results and discuss their physical
implications in Sect. 5, where we also indicate some future
directions.

2 A brief review of Lanczos algorithm

In this section, we employ the Lanczos algorithm to find
the Lanczos coefficients, by which we may compute several
interesting quantities, such as K-complexity. As we already
mentioned, in order to study operator growth in the Krylov
space, one needs to define a proper inner product. Since we
are interested in a system at a finite temperature, the appro-
priate inner product may be defined by the Wightman inner
product

(O|O′) ≡ 〈e βH
2 O†e− βH

2 O′〉β. (2.1)

Using this inner product, one could construct the Krylov
space starting from an initial operator O(0). Denoting the
Krylov basis by {|On)}, the evolved operator at a given time
may be expanded in this basis as follows

|O(t)) =
∞∑

n=0

inφn(t)|On), (2.2)

where due to the normalization condition we have∑∞
n=0 |φn(t)|2 = 1. The probability amplitudesφn(t)may be

computed recursively from the following Schrödinger equa-
tion

dφn

dt
= bnφn−1 − bn+1φn+1, (2.3)

with the boundary conditions φn(0) = δn0, φ−1(t) ≡ 0.
Having found the probability amplitudes φn(t), one may

define several physical quantities that could probe the nature
of the operator growth, which in turn could give us informa-
tion about the nature of the dynamics of the system under
study. The most famous quantity in this context is the K-
complexity, defined by

KO(t) =
∞∑

n=0

n|φn(t)|2. (2.4)

Moreover, motivated by [71], in order to gain a better insight
into the properties of KO(t), one may also define the kth
order K-variance

δO(t) =
(∑

n n
k |φn(t)|2 − KO(t)k

) 1
k

KO(t)
, (2.5)

which measures the fluctuations around the average. Of
course, in the present paper, we will mainly consider the
case of k = 2.

One can also extract further properties of the distribution
of probability amplitudes φn(t) by studying entropic mea-
sures such as operator entropy, or K-entropy, which is defined
through the von Neumann entropy of the probabilities as fol-
lows [14]2

SO(t) = −
∑

n

|φn(t)|2 log |φn(t)|2. (2.6)

Clearly, if the amplitudes are very peaked at a particular value
of n, the K-entropy is small, while for uniform distribution,
it becomes large.

From the definition of the above quantities, we see that
they can be computed if we know the explicit form of the
probability amplitudes. Of course, to obtain the probabil-
ity amplitudes, one needs to know the explicit form of the
Lanczos coefficients. Therefore, one may conclude that all
information about the operator growth is, indeed, encoded in
the Lanczos coefficients. Thus the aim is to see how these
coefficients can be computed for a given system. In order to
find the Lanczos coefficients bn it is convenient to define the
moments {μ2n}

μ2n = 1

2π

∫ ∞

−∞
dω ω2n f (ω), (2.7)

2 More generically, one can compute Renyi K-entropies, which is
defined through the moments of the probability distribution, see e.g.,
[72].
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where f is the power spectrum which is defined as the Fourier
transformation of auto-correlation function, i.e., φ0(t) =
(O(t)|O(0)), as follows

f (ω) =
∫ ∞

−∞
dω eiωtφ0(t). (2.8)

Indeed, the moments μ2n’s are the Maclaurin expansion coef-
ficients of the auto-correlation function. As shown in [57],
having known the moments, the Lanczos coefficients can be
computed using the following recursion relation

bn =
√
M (n)

2n , b−1 = b0 ≡ 1, M (−1)
2� = 0, M (0)

2� = μ2�,

M ( j)
2� = M ( j−1)

2�

b2
j−1

− M ( j−2)
2�−2

b2
j−2

, � = j, . . . , n. (2.9)

Let us emphasize that, in general, it is not possible to
find a closed-form expression for φn(t), and hence finding
the full-time profile of the quantities defined above requires
some numerical treatment. This amounts to modifying, for
example, the Eq. (2.4) and the normalization condition as
follows

KO(t) ≈
nmax∑

n=0

n|φn(t)|2, with
nmax∑

n=0

|φn(t)|2 ≈ 1. (2.10)

This means that, actually, we are approximately computing
K-complexity using the above equation for some finite nmax.

Now we are equipped with all we need to study the
behavior of Lanczos coefficients and thereby other quanti-
ties defined in this section for quantum field theories with
the Lifshitz symmetry.

3 Lanczos coefficients and Krylov complexity in
Lifshitz scalar theory

In this section, following [50,51], we would like to find the
Lanczos coefficients for the model introduced in equation
(1.6) at finite temperature, which can be used to compute the
quantities we introduced in the previous section.

To start, let us consider the thermal Wightman two-point
function, also known as the auto-correlation function, which
is

W (t) = φ0(t) = (O(t)|O(0)) ≡ 〈O†
(
t − iβ

2

)
O(0)〉β,

with β = 1

T
. (3.1)

Then the Wightman power spectrum, f W (ω), can be
expressed in terms of the spectral function ρ(ω, k) as follows

f W (ω) =
∫ ∞

−∞
dω eiωtW (t)

= 1

sinh βω
2

∫
dd−1k

(2π)d−1 ρ(ω, �k). (3.2)

The spectral function ρ(ω, �k) for the free massive scalar the-
ory is given by [56]

ρ(ω, �k) = N
εk

(δ(ω − εk) − δ(ω + εk)) . (3.3)

Here N is a normalization factor and εk denotes the energy
eigenvalues. In our case where we are dealing with the free
Lifshitz scalar theory the dispersion relation is given by

εk =
√�k2z + m2z [55]. By making use of Eqs. (3.2) and

(3.3), it is relatively straightforward to evaluate the Wight-
man power spectrum

f W (ω) = N (m, β, d, z)
(ω2 − m2z)

d−1
2z −1

z sinh(
β|ω|

2 )
�(|ω| − mz),

(3.4)

where the normalization factor N (m, β, d, z) can be deter-
mined by simply evaluating the following normalization con-
dition
∫

dω

2π
f W (ω) = 1. (3.5)

Let us also present a modified approach to find the results
for a general class of theories which may lead to a great reduc-
tion in computing time in numerical computations. First,
combining Eqs. (3.2) and (3.3) we have

f W (ω)= N
sinh βω

2

∫
dd−1k

(2π)d−1

1

εk
[δ(ω−εk)−δ(ω+εk)] .

(3.6)

Inserting the above expression in Eq. (3.5) and changing the
order of integration, the normalization factor then reads 3

N−1 =
∫ ∞

0
dk

kd−2

εk sinh βεk
2

. (3.7)

Next, combining Eqs. (2.7) and (3.6) and following the sim-
ilar steps one finds

μ2n = N
∫ ∞

0
dk kd−2 ε2n−1

k

sinh βεk
2

. (3.8)

Finally inserting Eq. (3.6) in the inverse Fourier transform of
Eq. (2.8), the auto-correlation function becomes

φ0(t) = N
∫ ∞

0
dk kd−2 cos εk t

εk sinh βεk
2

. (3.9)

In order to find K-complexity numerically we have to calcu-
late the nth derivative of the above expression which can be
simplified as follows

∂nφ0(t)

∂tn
= N

∫ ∞

0
dk kd−2 εn−1

k

cos( nπ
2 + εk t)

sinh βεk
2

, (3.10)

3 Note that here without loss of generality, we set N → N�d−2/π .

123



Eur. Phys. J. C (2024) 84 :235 Page 5 of 15 235

which could be used to compute φn(t) by making use of Eq.
(2.3). It is then possible to compute the K-complexity and
other physical quantities which we defined in the previous
section as a function of time.

3.1 Massless case

To explore the z-dependence of the Lanczos coefficients in
our model, in what follows, we will consider the massless
case, for which from Eq. (3.4), one gets

f W (ω) = πβ

(2
d−1
z − 2)�

(
d−1
z − 1

)
ζ

(
d−1
z − 1

)

×|βω| d−1
z −2

sinh(
β|ω|

2 )
�(|ω|).

(3.11)

Here, we have used Eq. (3.5) to fix the normalization fac-
tor N . From this expression, one observes that in the high-
frequency limit, the power spectrum becomes f W (ω →
∞) ∼ e− βω

2 ω
d−1
z −2, which is, indeed, the scaling behav-

ior we expect to have for an operator with dimension 2� =
d−1
z − 1 in a scale-invariant theory (for the CFT case see

[19]). Plugging this expression into Eq. (2.7), the moments

{μ2n} are computed as follows

μ2n =
β−2n

(
2 21/z−2

d
z +2n

)
ζ

(
2n + d−z−1

z

)
�

(
2n + d−z−1

z

)

(
2 21/z − 2d/z

)
ζ

(
d−z−1

z

)
�

(
d−z−1

z

) ,

(3.12)

where ζ denotes the zeta function. Although the above
expression for moments μ2n looks very complicated, one
can numerically evaluate the Lanczos coefficients using Eq.
(2.9). The results are depicted in Fig. 1 for several values of
z and d.4

Interestingly enough, looking at the numerical results
shown in Fig. 1, one observes that the slope is indepen-
dent of d and z. Hence, non-relativistic scale invariance does
not influence the rate of change of the Lanczos coefficients.
Indeed, as far as the slope is concerned, one can see that for
all cases, the best fit is given by bn = π

β
n + · · · .

4 The scaling dimension of the scalar field is given by d−z
2 . Restricting

to positive scaling dimensions, studying larger values of z is possible
in d > z dimensions. Meanwhile d < z are well-behaving as long as
an IR cut-off is introduced (see for instance [58,59,61–67]).

We note, however, that the y-intercept of different cases
depends on z. More precisely, as one increases the critical
exponent, the y-intercept decreases. Moreover, the stagger-
ing effect,5 which causes to have different y-intercepts for
even and odd n’s for given cases, becomes less pronounced
as we increase z. Actually, for large n, the best fit is

bn = π

β

(
n + d − 2z − 1

2z

)
. (3.13)

It is worth noting that considering the high-frequency limit of
Eq. (3.11), the above numerical fit is consistent with the pre-
diction of [19] where it was shown that pole structure of φ0(t)
controls the asymptotic behavior of Lanczos coefficients.

Let us now turn to the computation of the K-complexity
in this setup using Eq. (2.4). To proceed, we note that from
Eq. (3.11) and using inverse Fourier transformation, one can
find φ0(t) as follows

φ0(t) =
ζ

(
d−z−1

z , i t
β

+ 1
2

)
+ ζ

(
d−z−1

z , 1
2 − i t

β

)

2
(

2
d−z−1

z − 1
)

ζ
(
d−z−1

z

) . (3.14)

It is also straightforward to obtain a closed form for n-th
derivative of φ0(t)

dnφ0(t)

dtn
=

�
(
d−1−z

z + n
) ((

i
β

)n
ζ

(
d−1−z

z + n, i t
β

+ 1
2

)
+

(−i
β

)n
ζ

(
d−1−z

z + n, 1
2 − i t

β

))

(−1)n+1
(

2 − 2
d−1
z

)
ζ

(
d−1
z − 1

)
�

(
d−1
z − 1

) ,

(3.15)

which could be used to compute probability amplitudes φn(t)
numerically by making use of Eq. (2.3). It is then possible to
compute the different physical quantities we defined in the
previous section. In particular, Fig. 2 shows the K-complexity
as a function of time in logarithmic scale for several values
of z with d = 11.

To produce these plots, we have used Eq. (2.10) with
nmax = 250 to approximately compute K-complexity.

From these numerical results, one observes that KO(t)
decreases with the dynamical exponent, which is perfectly
consistent with the results illustrated in Fig. 1. Moreover,
since the vertical axis is in the logarithmic scale, the linear
growth corresponds to an exponential growth for the com-
plexity. From Eq. (1.4), representing our best fit for the Lanc-
zos coefficients, one would expect that the slope of these
curves is the same for all cases and is equal to 2π

β
. Indeed,

our numerical results confirm our expectation for different
values of d and z.

5 The staggering effect is defined through the fact that the Lanczos
coefficients, bn , are separated into two families for odd and even n
[19,26,50,51,73].
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Fig. 1 Lanczos coefficients in the massless regime for different values of z and d. As we see, although the slope is the same for all z, the y-intercept
depends on z. In particular, as one increases z, the y-intercept decreases and the difference of y-intercepts for odd and even n becomes less
pronounced

Fig. 2 Evolution of K-complexity in the massless regime for various
values of the dynamical exponent. The complexity decreases as one
increases z, though for the late time, the slope is the same for all cases,
which is given by 2π

β

To close this subsection, we present our numerical results
for K-variance and K-entropy, defined in Eqs. (2.5) and (2.6),
respectively, in Fig. 3. Note that all of the curves for δO(t)
stabilize to a constant value at late times, and further, the
fluctuations become less pronounced for larger values of the
dynamical exponent. As for K-entropy, one gets late time
linear growth with the same slope for different z. Indeed, our
numerical results show that the slope is again given by 2π

β
.

3.2 Massive case

In this section, we consider a massive scalar field to explore
how the non-zero mass could affect the results presented in
the previous section. To highlight these effects, in what fol-
lows we will consider large mass limit in low temperature
regime. To be more concrete, we will consider the case in
which βmz � 1 and hence, from Eq. (3.4), the normalized

Wightman power spectrum reads

f W (ω) = zπ3/2β
d−z−1

2z

2
d−z−1

z m
d−z−1

2 K d−z−1
2z

(
βmz

2

)
�

(
d−1
2z

)

× (ω2 − m2z)
d−1
2z −1

z
e− β|ω|

2 �(|ω| − mz). (3.16)

It is found useful to express our results in terms of the dimen-
sionless parameter s = βmz . Plugging the above expression
into Eq. (2.7), one arrives at

μ2n =
√

π
( s

4

) d+z−1
2z

K d−z−1
2z

( s
2

)
(

2

β

)2n (�
(

1+z−d
2z − n

)

�
( 1

2 − n
)

( s
2

)2n−1

×pFq

(
n + 1

2
; 1

2
,
d − 1

2z
+ n + 1

2
;
( s

4

)2
)

+2
�

(
d−1
z +2n−1

)

�
(
d−1
2z

)
( s

2

) 1−d
z

p Fq

(
1+1−d

2z
; 1 − n

+ 1 − d

2z
,

1 − d

2z
+ 3

2
− n;

( s
4

)2
)

−
�

(
1−d
2z − n

)

� (−n)

( s
2

)2n
pFq

×
(
n + 1; 3

2
,
d − 1

2z
+ n + 1;

( s
4

)2
) )

, (3.17)

where pFq is the regularized generalized hypergeometric
function. This expression can be used to obtain the Lanc-
zos coefficients numerically from Eq. (2.9). The numerical
results are shown in Fig. 4.

As it is evident from this figure, the Lanczos coefficients
for the massive case exhibit qualitatively similar behavior as
that of the massless one with two interesting features. First,
we note that, similar to the massless case, the slope of the
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Fig. 3 K-variance (left) and K-entropy (right) as a function of time in the massless regime for various values of the dynamical exponent

curves for odd and even n are the same. Actually, in the
present case, the best fit is given by

bn =
{

αo n + γo odd n,

αe n + γe even n,
(3.18)

where based on our numerics we have αe = αo ≡ α ∼ π
β

.6

Moreover, α is z independent and in particular the “stagger-
ing” behavior is also observed in the non-relativistic case.

The second new feature we find for the massive case is
that, unlike the massless case, the difference of y-intercepts
for even and odd curves increases as one increases the critical
exponent, indicating that for non-zero mass the difference
|γo − γe| is of the order of mz . This observation may be
confirmed by evaluating bns in a series expansion for s � n.
To be concrete for z = 2 and d = 5 in this limit, one finds

bn = m2
{

1 + 2n
s + 2n2

s2 − 2n(n2+1)

s3 + · · · n ∈ 2k + 1,

2n
s + 2n2

s2 − 2n3

s3 + · · · n ∈ 2k,

(3.19)

resulting in |γo − γe| ≈ m2.
Let us now compute K-complexity for the massive case.

To do so, one may compute the auto-correlation function
from Eq. (3.16) as follows

φ0(t) =
(

1 − 2i t
β

) 1−d+z
2z

K 1−d+z
2z

(
mz β−2i t

2

)
+

(
1 + 2i t

β

) 1−d+z
2z

K 1−d+z
2z

(
mz β+2i t

2

)

2K 1−d+z
2z

(
βmz

2

) , (3.20)

where Kn(x) is the Bessel function of the second kind. It is
then straightforward to compute K-complexity numerically
in the large mass limit by making use of Eqs. (2.3) and (2.4).
To perform our computations, we have used Eq. (2.10) with

6 We would like to thank the anonymous referee for a useful comment
on this point.

Fig. 4 Lanczos coefficients in the large mass regime. In this case the
y-intercept is affected by non-zero mass

nmax = 100, which is a good approximation for the time
interval we have considered. The corresponding numerical
results for different m and z are shown in Fig. 5. Similarly,
one could also compute K-entropy numerically, and the cor-
responding result is depicted in Fig. 6.

From our numerical results shown in these figures, one
observes that the general behavior for K-complexity and K-

entropy are the same as those in the massless case. Namely,
while complexity has exponential growth, the K-entropy has
linear growth at late times. We note, however, at early times,
there is an oscillatory behavior that is associated with non-
zero mass. Actually, these oscillations are originating from
the oscillatory behavior of probability amplitudes φn(t) [51].
To see this point better, it is useful to write the explicit form
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Fig. 5 K-complexity in the large mass limit for different values ofm and z with d = 5. Here we set β = 1. At early times the results are independent
of the critical exponent, though at late times it has significant effects

Fig. 6 Evolution of K-entropy for several values of the mass and dynamical exponent

of the auto-correlation function Eq. (3.20) for z = 2

φ0(t) = β2 cos(m2t) − 2βt sin(m2t)

β2 + 4t2 . (3.21)

It is also worth noting that while at early times the results
are independent of z, at late times the critical exponent has
significant effects such that as one increases z, both com-
plexity and entropy decrease. This is due to the fact that the
slope of the curves is affected by the non-zero mass so that
it is always smaller than that of the massless case, moreover,
from dimensional analysis one finds that the mass depen-
dence is in the form of mz . Note also that the period of the
oscillations in the oscillatory region is given by m−z so that
the amplitude of oscillation becomes less pronounced at later
times. Let us examine in more detail the mass-dependence
of K-complexity as shown in Fig. 7. We see that by increas-
ing the mass parameter, the K-complexity decreases. For the
relativistic case with z = 1, this is intuitive in the sense that
the correlation length of a massive field is decreased with

Fig. 7 Evolution of K-complexity for several values of the mass with
z = 2

the mass parameter and so is its complexity. Similarly, for
the larger values of the dynamical exponent, we expect that
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the effective length of quantum fluctuations is decreased by
mass, and hence the K-complexity decreases.

Although we have not presented the results for K-variance,
we have numerically computed it and its general behavior
exhibits similar features to those discussed for complexity
and entropy.

4 Lanczos coefficients and Krylov complexity in the
presence of UV cutoff

In this section, we will study the effect of having a dimen-
sionful scale in the model on the behavior of Lanczos coef-
ficients and, consequently, K-complexity. There are several
ways one may have a non-trivial dimensionful scale. In the
previous section, we have already studied the case where the
dimensionful parameter is given by non-zero mass, which
acts as an IR cutoff, and its effects on the slopes of the lin-
ear growth of Lanczos coefficients at large values of n were
observed.

We note that there are several other ways to have a new
scale in the model. For example, we can achieve this by
putting the model in a compact space or discretizing the
model by putting it on a lattice. In these cases, the scale
is given by the curvature radius of the compact space or lat-
tice spacing, respectively. Another way to have a non-trivial
scale is to add a hard or soft cutoff to the theory.

In all cases, we expect that the behavior of Lanczos coeffi-
cients will be influenced by the dimensionful scale, the nature
of which may depend on the way the scale is added to the
model. In what follows, we will study the effect of having a
non-zero hard cutoff and the case where the model is put on
a lattice.

4.1 Krylov complexity with hard UV cutoff

In this section, we will examine the effects of a finite UV
cutoff in continuous momentum space on the behaviors of
Lanczos coefficients and K-complexity. In particular, we will
consider a UV cutoff on the integral upper bound in Eq.
(3.2). Hence, the Wightman power spectrum will undergo
the following change

f W (ω) = 1

sinh βω
2

∫ �z

0

dd−1k

(2π)d−1 ρ(ω, �k)

= N (ω2 − m2z)
d−2z−1

2z

z| sinh(
βω
2 )| �(|ω| − mz)�(�z − |ω|).

(4.1)

In the limit of 1 � βmz � β�z , the above equation reads

f W (ω) = N (m, β, d)(ω2 − m2z)
d−1
2z −1

×e− β|ω|
2 �(|ω| − mz)�(�z − |ω|). (4.2)

By making use of Eq. (2.7) it is straightforward to compute
the moments {μ2n}. In particular, for z = 2 and d = 5, one
finds

μ2n = 22nβ−2n
�

(
2n + 1,

m2β
2

)
− �

(
2n + 1,

β�2

2

)

e− 1
2 (βm

2) − e− 1
2 (β�2)

.

(4.3)

Although it is impossible to find an analytic expression for
Lanczos coefficients for a general choice of the parameters,
one can use the recursion relation Eq. (2.9) to find them
numerically. The corresponding numerical results for differ-
ent values of z with the finite � are shown in Fig. 8.

It is clear from this figure that the presence of a UV cutoff
significantly modifies the behavior of Lanczos coefficients.
The situation appears to be quite similar to that of a relativis-
tic case [50,51]. Specifically, the system undergoes a phase
of linear growth as described by Eq. (3.18), but eventually
saturates to a constant value as n becomes large. This satura-
tion value is proportional to the UV cutoff. More precisely,
the saturation value can be expressed as bs ≈ �z±mz

2 , where
the sign should be chosen as +(−) for odd (even) values of
n. In addition, the transition occurs at a sharp saturation point
n = ns, which can be estimated as 7

ns = �z − γo − γe

2α
≈ �z

2α
, (4.4)

which perfectly matches the numerical results. We see that
in this case for larger values of the dynamical exponent both
bs and ns increase.

In the right panel of Fig. 8, we plot Lanczos coefficients
using a different choice of the mass and UV cutoff, which
depends on the dynamical exponent, i.e.,mz and �z . It can be
observed that the Lanczos coefficients exhibit linear growth
with increasing n, followed by saturation to a constant value.
Furthermore, at a given value of n, both the growth rate and
the saturation value appear to be approximately independent
of the critical exponent. In fact, their dependence on z is
implicitly determined by the choice of mass and UV scale.

Let us now consider the K-complexity. The procedure
is the same as what was done in the previous section. The
numerical results are depicted in Fig. 9.

As expected, the behavior of the complexity exhibits expo-
nential growth at early times, followed by linear growth
at later times. These phases are associated with linear and
saturation phases of Lanczos coefficients, respectively. Our
numerical results make it clear that for z > 1 the oscillatory
behavior of K-complexity persist for a longer time comparing
with that for z = 1 case.

7 Here we use the fact that αo ≈ αe ≡ α and γe,o ∝ mz � �z .
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Fig. 8 Lanczos coefficients in d = 5 for different values of z, m and �

Fig. 9 K-complexity in the presence of a hard UV cutoff for different values of z with β = 1. In this case, the complexity exhibits exponential
growth followed by linear growth at late times

Fig. 10 K-entropy in the presence of a hard UV cutoff for different
values of z with β = 1

It is also interesting to compute the K-entropy in the pres-
ence of a hard UV cutoff, as shown in Fig. 10 for different
values of z.

It exhibits an oscillatory behavior, which is a consequence
of the non-zero mass, and approximately follows a logarith-
mic scaling due to the presence of a hard UV cutoff. This
particular behavior is related to the linear growth of com-
plexity at later times and will be discussed further in Sect.
5.

4.2 Krylov complexity for the Lifshitz harmonic model

In this section, we will study a discretized version of our
model with a finite lattice spacing a, which results in a UV
cutoff of the form � ∼ 1

a . To be specific, we will consider a
one-dimensional lattice with periodic boundary conditions.
As mentioned earlier, in this case, the corresponding disper-
sion relation is given by Eq. (1.8), and thus the Wightman
power spectrum takes the form

f W (ω) = N
N∑

k=1

1

sinh(
βω
2 )

1

εk
[δ(ω − εk) − δ(ω + εk)],

123



Eur. Phys. J. C (2024) 84 :235 Page 11 of 15 235

with εk =
√

sin(
πk

N
)2z + m2z . (4.5)

Using Eq. (2.7), one may compute the moments {μ2n} on
lattice as follows

μ2n = N
2π

N∑

k=1

∫ ∞

−∞
dω

ω2n

εk sinh(
βω
2 )

[δ(ω−εk)−δ(ω+εk)]

= N
π

N∑

k=1

ε2n−1
k

sinh(
βεk

2 )
(4.6)

By substituting the above expression into Eq. (2.9), one can
numerically compute the Lanczos coefficients for various
values of the parameters of the model. The corresponding
results for different values of β,m, z and N are depicted in
Fig. 11.

By making use of these numerical results, several obser-
vations may be made. First, the same as that of hard UV
cutoff, one observes that the Lanczos coefficients grow lin-
early with n and then saturate to a constant value, i.e., bs , for
large n. Assuming that the saturation occurs at ns , one finds
that both bs and ns are decreasing functions of the tempera-
ture. Based on our results, this dependence is linear and the
slope of the curve of bs or ns as a function of β is indepen-
dent of the dynamical exponent. Moreover, during the linear
growth phase, the slope (approximately) remains constant,
independent of the parameters β and z. Interestingly, a stag-
gering effect is observed, which decreases with increasing z.
In the linear phase, a linear fitting for bn can be proposed, as
in Eq. (3.18) and again the slopes are independent of mass.

Let us now turn our attention to the computation of the
K-complexity and K-entropy in this setup, using Eqs. (2.4)
and (2.6) . To proceed, we note that from Eq. (4.5), one can
find φ0(t) as follows

φ0(t) = N
π

N∑

k=1

1

εk
csch

(
βεk

2

)
cos(εk t). (4.7)

It is then straightforward to compute different measures in the
Krylov basis using the above expression. By examining the
behavior of the Lanczos coefficients, one can conclude that
the K-complexity and K-entropy exhibit similar behaviors to
those studied in the previous subsection. The corresponding
numerical results are shown in Fig. 12.

In the left panel, we consider the evolution of K-
complexity for several values of z. The same as that of con-
tinuous case, the K-complexity decreases as the dynamical
exponent increases. It also exhibits oscillations for non-zero
βm. Beside the oscillations, at early times, KO(t) exhibits
an exponential growth corresponding to the linear behavior
of the Lanczos coefficients depicted in Fig. 11. The slope of
the curves becomes smaller for larger values of the dynam-
ical exponent. Moreover, at late times, the behavior of K-

complexity is different from the exponential growth for the
continuum case due to the saturation of bn .

The right panel shows the evolution of K-entropy with the
same values of the parameters. Again, excluding the oscilla-
tions, we see that SO(t) exhibits a logarithmic growth that
decreases as one increases z, which is consistent with the
previous results depicted in Figs. 3 and 6. Furthermore, by
decreasing the mass parameter the oscillations become less
pronounced. Note that in these plots we have fixed mz and
therefore the period and amplitude of oscillation are approx-
imately the same.

To close this section, note that the results shown in Fig.
12 for KO and SO have not been computed in the previous
literature including [50,51]. Indeed, in [50] the authors have
just studied the scaling of bns as a function of n for different
values of the parameters. It is worth mentioning, thanks to
our elegant numerical method discussed in Sect. 3, we could
find these measures without having an analytic expression
for φ0(t) and its higher derivatives (see Eq. (3.10)).

5 Conclusions

In this paper, we have studied the general behavior of Lanczos
coefficients and K-complexity in a Lifshitz scalar field the-
ory with nontrivial values of the dynamical critical exponent.
Furthermore, we have examined the effects of mass, temper-
ature, finite UV cutoffs in continuous momentum space, and
finite lattice spacing. In the following, we summarize our
main results and discuss some further problems.

• In a continuum massless Lifshitz scalar theory, the Lanc-
zos coefficients grow linearly with n, which is consistent
with the universal operator growth hypothesis. Interest-
ingly, although the slope is completely independent of
the dynamical exponent, the value of bn decreases with
z. Hence, non-relativistic scale invariance does not influ-
ence the rate of change of the Lanczos coefficients and
in particular, the staggering behavior is also observed
in this case. A curious feature that we have observed is
that the staggering effect becomes less pronounced as
we increase the dynamical exponent. The K-complexity
exhibits exponential growth with time and decreases as z
is increased, although the slope at late times is the same
for all values of the dynamical exponent and is given
by 2π

β
. In this case, the K-variance stabilizes to a con-

stant value at late times, and the fluctuations become less
pronounced for larger values of the dynamical exponent.
Furthermore, for K-entropy, we observe late-time linear
growth with the same slope for different values of z.

• In a continuum massive theory, the Lanczos coefficients
exhibit qualitatively similar behavior to that of the mass-
less case, with two interesting features. First, similar to
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Fig. 11 Lanczos coefficients in Lifshitz harmonic model for different values of the parameters

Fig. 12 K-complexity (left) and K-entropy (right) for the Lifshitz harmonic model

the massless case, the slope of bn for odd and even n are
the same and is independent of z. Moreover, in the large
mass regime, the separation of bn between odd and even
n increases as one increases the dynamical exponent and
is proportional to mz .

• The general behavior of KO(t) and SO(t) is the same
as that in the massless case. Specifically, while the com-
plexity exhibits exponential growth, the entropy exhibits
linear growth at late times. While the behavior is indepen-
dent of z at early times, the critical exponent has a signifi-
cant effect at late times, such that both the complexity and
entropy decrease as z is increased. Furthermore, KO(t)
and SO(t) are decreasing functions of the mass parame-
ter. Indeed, similar to the relativistic case, we expect that
the effective length of quantum fluctuations is decreased
by mass, and hence both measures decrease.

• In the presence of a hard UV cutoff, the behavior of the
Lanczos coefficients is significantly modified. Initially,
they exhibit a phase of linear growth, which is followed
by saturation to a constant value for large n. As a con-
sequence, the K-complexity exhibits exponential growth

at relatively early times, followed by linear growth at
late times. These phases are associated with the linear
and saturation phase of the Lanczos coefficients, respec-
tively. Furthermore, the K-entropy exhibits approximate
logarithmic growth, which is related to the linear growth
of complexity at late times. Similarly, when considering
a discretized version of the model with a finite lattice
spacing, we found similar results.

• For a discretized version of our model with a finite lattice
spacing in one spatial dimension with periodic bound-
ary condition, we have found similar results as that the
case with a hard UV cutoff. Namely, the Lanczos coeffi-
cients grow linearly with n and then saturate to a constant
value which is decreasing as a function of the tempera-
ture. During the linear growth regime, the slope approx-
imately remains constant; independent of the dynamical
exponent. Again, a staggering effect is observed, which
decreases with increasing z. Similar to the continuous
case the K-complexity decreases as dynamical expo-
nent increases. Excluding the small oscillations which
is due to nonzero mass, at early times, KO(t) exhibits an

123



Eur. Phys. J. C (2024) 84 :235 Page 13 of 15 235

exponential growth corresponding to the linear behavior
of bn . Moreover, at late times, growth behaviors of K-
complexity are different from the exponential growth for
the continuum case due to the saturation of the Lanczos
coefficients. Also SO(t) exhibits a logarithmic growth
and decreases as z increases, which is consistent with the
previous results.

Recall that [58,59] suggested that in the massless limit
by increasing the dynamical exponent the theory, i.e., Eq.
(1.6) or its discretized version, starts to show nonlocal effects
such that for z � 1 it becomes highly nonlocal. Indeed, in
this regime the dynamical exponent produces correlations
between long distance lattice points and hence entanglement
does not occur only at the boundary. In this case, we have a
crossover from the area law (which happens for small z) to
the volume law for the entanglement entropy. Our results for
the K-complexity and other related quantities show that the
scaling does not change for non trivial values of the dynam-
ical exponent. Based on this observation we claim that non-
local effects do not change the qualitative behavior of K-
complexity. As another example consider the following non-
local scalar theory first introduced in [74]

L = 1

2

[
(
dφ

dt
)2 − B0φe

A(−∂2)
w
2
φ

]
. (5.1)

The above model also exhibits volume law entanglement for
the ground state as long as the size of the subsystem is smaller
than a certain scale. The corresponding dispersion relation is
given as follows

εk =
√
eA0(k2)

w
2 = e

A
2 (k2)

w
2 (5.2)

In this model, we can find different measures in Krylov space
numerically where the results show that the non-locality
parameter A has no effect on Lanczos coefficients and K-
complexity. Indeed, the non-locality parameter appears as an
overall coefficient in f w and thus its effect disappears due to
the normalization condition.

Another interesting observation that can be made is that, at
least over the range of our numerical computations, it appears
that the behavior of the K-complexity is similar to that of the
exponential of the K-entropy. Our numerical computations
show that in the region where the complexity exhibits expo-
nential growth, the K-entropy grows linearly, while when the
complexity exhibits linear growth, the K-entropy has loga-
rithmic behavior.

Actually, an alternative definition of complexity has been
proposed in the context of spread complexity [23] (see also
[24]), where the complexity is given as ’the exponential of
the entropy of the probability distribution of weights in an
orthonormal basis’ [23]: C = eS .

Of course, in our case, we would not expect to obtain
such an exact relation between complexity and entropy, as
it is evident from their definitions in Eqs. (2.4) and (2.6),
respectively. Nonetheless, from our numerical results, we
have found that at least for the massless case, we have
1 + KO(t) ∼ eaSO(t) for some numerical constant a < 1,
which is not universal. Indeed, its value depends on the
dimension and critical exponent.

It would be interesting to see the precise information that
could be obtained from complexity and entropy in the context
of the dynamics of Krylov space. Indeed, since in this context,
all information is encoded in the Lanczos coefficients, one
would suspect that complexity may have additional informa-
tion compared to entropy.
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