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Abstract The approach based on the Nakanishi integral
representation of n-leg transition amplitudes is extended to
the treatment of the self-energies of a fermion and an (IR-
regulated) vector boson, in order to pave the way for con-
structing a comprehensive application of the technique to
both gap- and Bethe-Salpeter equations, in Minkowski space.
The achieved result, namely a 6-channel coupled system of
integral equations, eventually allows one to determine the
three Killén—-Lehman weights for fully dressing the propa-
gators of fermion and photon. A first consistency check is also
provided. The presented formal elaboration points to embed
the characteristics of the non-perturbative regime at a more
fundamental level. It yields a viable tool in Minkowski space
for the phenomenological investigation of strongly interact-
ing theories, within a QFT framework where the dynamical
ingredients are made transparent and under control.

1 Introduction

The description of bound states, fully taking into account
the general principles of the relativistic quantum field the-
ory (QFT) and the needed non-perturbative regimes, is a
longstanding and highly challenging problem. As it is well-
known, the formal solution of the problem can be traced back
to the birth of relativistic QFT, with the seminal paper by
Salpeter and Bethe [1]. Starting from the analysis of the pole
contributions to the Green’s function relevant for the bound
state under scrutiny (e.g., the four-points Green’s function
for investigating two-body bound states), they introduced
an integral equation, known as the Bethe—Salpeter equation
(BSE) for the bound-state amplitude, where the kernel is
obtained from the two-particle irreducible diagrams, describ-
ing the dynamics inside the system. The systematic evalua-
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tion of the interaction kernel needs in turn the knowledge of
other key ingredients: (i) self-energies of both intermediate
particles and quanta and (ii) vertex functions, as pointed out
by Gell-Mann and Low [2]. Unfortunately, those 2- and 3-
point functions are quantities to be determined through the
infinite tower of Dyson—Schwinger equations (DSEs) [3-5]
(see for introductory reviews, e.g., Refs. [6-11], and refer-
ences quoted therein) that govern the whole set of N-point
functions. Therefore, in order to make feasible the construc-
tion of more and more realistic interaction kernels, model
builders have to elaborate strategies for truncating the DSEs
infinite tower, as much self-consistently as possible, while
retaining the dynamical effects, at the greatest extent (see,
e.g., Ref. [12] for a closed-form of the BSE kernel, obtained
by using the acting symmetries). Finally, itis worth mention-
ing that within the Hamiltonian framework (suitable for the
studies in Minkowski space), other relevant non-perturbative
approaches, have been developed, like (i) the discretized
light-cone quantization [13], e.g. recently applied to positro-
nium, pion and kaon by using the so-called Basis Light-front
Quantization and a suitable truncation of the Fock space (see,
e.g., Refs. [14-16]); and (ii) the Hamiltonian formulation of
the lattice gauge theories that preserves the evolution of the
states with a continuous real time [17], (see, e.g., Ref. [18]
and references quoted therein for a recent QCD study and
Ref. [19] for interesting quantum simulations of lattice gauge
theories).

In the last decades, significant progresses have been done
for implementing the approach based on BSE plus trun-
cated DSEs,! and a high degree of sophistication has been
achieved, mainly in Euclidean space (see Refs. [6—11,20] and
also Refs. [21-27]). Moreover, as it is well-known, DSEs
can be obtained in a very efficient way by using the path-

' ‘We can roughly group the truncation schemes in two sets: (i) the ones
exploiting a dressed vertex, with different amount of complexity, and
(ii) the ones using a simple bare vertex.
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integral formalism, that in turn acquires a rigorous mathemat-
ical meaning in the Euclidean space (see e.g. Ref. [28,29]).2
In particular, the most widely investigated field is the con-
tinuum QCD, with an impressive wealth of applications in
hadron physics, ranging from baryon and meson spectra to
elastic electromagnetic (em) form factors and transition ones
(see, e.g., [6-11,20]). Notice that also some timelike observ-
ables can be studied, e.g. by exploiting (i) analytic models for
the running coupling (see the seminal Ref. [31]); (ii) the eval-
uation of a finite number of moments of proper Euclidean cor-
relation functions (see, e.g., Ref. [32] for arecent approach on
lattice QCD and Refs. [33,34] for continuum QCD results);
(iii) integral representations of the quantities primarily evalu-
ated in Euclidean space or algebraic Ansitze, properly tuned
through spacelike data (see, e.g., [35-39]).

Furthermore, also applications to QED have been pursued
at large extent (see, e.g., Refs. [40—43] and for a recent study
in Minkowski space Ref. [44]). The interest in investigating
the QED, in the whole dynamical range, may be surprising,
given the extraordinary accuracy achieved in the comparison
with the data by using perturbative tools (see, e.g., the case
of the muon anomalous magnetic moment [45]). Indeed, a
close study of the non-perturbative regime on the one side is
relevant for shedding light on QED at very short distances, as
suggested, e.g., in Refs. [46,47] for Euclidean studies of the
critical coupling, below which chiral symmetry breaks down
in quenched QED, and in Ref. [48] for an Euclidean investi-
gation on how to escape the triviality fate of QED by adding
a relevant four-fermion operator. On the other side, a non-
perturbative exploration of QED represents a needed step for
approaches played in Minkowski space, and eventually aim-
ing to compare the calculated outcomes with experimental
results for hadrons, as it has been already done by using
approaches in Euclidean space.

Our investigation will focus on the study of the charged
fermion and photon gap-equations below the critical cou-
pling, o, < /3, (see, e.g., Refs. [46,47,49]), and in order
to help the reader to better appreciate the differences with
other approaches it is useful to indicate, even in a simplistic
way, the directions along which we will move in what fol-
lows. For this reason, let us immediately mention the two key
ingredients we will adopt: (i) the Minkowski space, where
the physical processes take place and (ii) the structure of the
vertex function.

The vertex has a prominent role, and in our approach it
is composed of two contributions. The first term is the well-
known part introduced by Ball and Chiu in Ref. [50], that
fulfills the Ward—Takahashi identities (WTIs) (both the dif-
ferential form and the finite-difference one). The second term

2 Tt must recalled that the complete equivalence between Euclidean and
relativistic QFT, under a given set of necessary and sufficient conditions,
was established by Osterwalder and Schrader, in the seventies [30].
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is atransverse contribution (see, e.g., Refs. [40,42,44,51-54]
for a wide discussion), based on a minimal Ansétz proposed
in Ref. [22]. Such a transverse term is able to restore the full
multiplicative renormalization of both fermion and photon
propagators (solutions of suitably truncated DSEs), and in
turn gracefully implements a workable, self-consistent trun-
cation scheme. Indeed, although the knowledge of the full
content of the vertex requires the one of the full off-shell
scattering matrix, the longitudinal WTT and its transverse
counterparts relate respectively the divergence and the curl
of the vertex in terms of the fermion 2-points function. These
relations are exact for the divergence and truncated for the
curl, allowing for a viable closed system [12,22].

Another important ingredient, though more technical, is
represented by the so-called Nakanishi integral representa-
tion (NIR) of a generic n-leg transition amplitude [55-57].
Indeed, such a tool has allowed one to undertake new efforts
for developing methods for solving in Minkowski space both
truncated DSEs (see, e.g., Refs. [44,58-63]) and BSE (see,
e.g., Refs. [64-78], where systems with and without spin
degrees of freedom are investigated).

The main motivation for adopting the NIR, closely related
to the Stieltjes transform (see an application in Ref. [79]), is
given by the possibility to express the n-leg transition ampli-
tudes through their all-order perturbative form. The freedom
needed for exploring a non-perturbative regime is assured
via the unknown Nakanishi weight functions (NWFs), that
are real functions fulfilling a uniqueness theorem, within
the Feynman diagrammatic framework [57]. Such a freedom
has shown all its relevance in the numerical studies of the
bound states (by using both ladder and cross-ladder interac-
tion kernels), that are the main instance where the realistic
description of the non-perturbative regime is necessary. Fur-
thermore, the NWFs to be used for the self-energies do not
depend upon the external momenta, greatly simplifying our
formal elaboration, as shown in what follows. The advan-
tage of the NIR is that the four-momentum dependence is
made explicit, allowing direct algebraic manipulations, and
eventually making affordable analytic integrations. This is an
important virtue of the NIR approach, since it simplifies the
treatment of the expected singularities. On the phenomenol-
ogy side, when light-cone observables have to be evaluated,
e.g. for describing the partonic structure of hadrons [35,80-
88], the explicit dependence upon the momenta facilitates the
needed projection onto the light-cone. However, in the NIR
context, the dynamical assumptions are still much simpler
than the one made in Euclidean calculations. For instance,
in the above mentioned works when solving Minkowskian
BSE for mesons, the constituent fermions are most of the
time considered perturbative-like, i.e. omitting the running
of the dressed quark mass (with the exception of Ref. [76]
where it has been proposed to import the running mass of the
quarks from the Euclidean lattice into the BSE framework).
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Our present effort aims at formally developing a method
based on NIR for solving a coupled system composed by the
gap-equations for both fermion and gauge boson, directly in
Minkowski space. It should be pointed out that the final goal
(to be presented elsewhere) of the program we are pursuing
is to provide both implementation and quantitative solutions
of the BSE with dressed propagators, in order to achieve a
more and more realistic description of an interacting system
within the QFT framework, directly in the physical space.
The integral-equation system, we arrive at, is obtained by
using a self-consistent truncation scheme of DSEs, valid in
the whole dynamical range of QED, and by adopting both
dimensional regularization and momentum-subtraction pro-
cedure for the renormalization. Moreover, to pragmatically
remove the well-known IR divergences, a tiny mass-regulator
has been introduced for the gauge boson, (see, e.g., Ref. [89]
for a more general discussion and Ref. [90] for a recent anal-
ysis). In general, we share the same spirit of works as: (i)
Ref. [44] where, within a quenched approximation, a spec-
tral representation of the fermion propagator was adopted,
in combination with its Killén-Lehman (KL) representa-
tion, and, importantly, a vertex function was constructed by
exploiting the form suggested by the Gauge Technique [91]
plus transverse terms, added for matching the perturbative
expressions of the renormalized fermion self-energy (see also
Refs. [77,92] for further Minkowskian exploration of a mas-
sive QED, in quenched approximation); (ii) Refs. [58,60,61]
(see also Ref. [93] for a first study of the transverse vertex
contribution), where a more direct link to the NIR technique
(with different sets of approximations) can be found. Simpli-
fying, the main difference with the previous works is a fully
dressing of fermion and photon self-energies, by introducing
a vertex function composed by the standard Ball-Chiu com-
ponent [50] and a minimal Ansétz for the purely transverse
contribution [22], able to ensure the multiplicative renormal-
izability of the whole approach.

The paper is organized as follows. In Sect. 2, the general
formalism is introduced for fermion and photon propagators
and self-energies, in terms of the KL representations and the
NIR, respectively. In Sect. 3, the adopted vertex function is
discussed. In Sect. 4, the gap-equations are introduced and
the main result of our formal analysis, i.e. the coupled sys-
tem of integral equations for determining the NWFs, of both
electron and photon self-energies, is illustrated. In Sect. 5
an initial application of the coupled system, based on its first
iteration, is shown. In Sect. 6, the conclusions of our analysis
of the truncated DSEs within the NIR framework are drawn
and the perspectives of the future numerical studies are pre-
sented. Finally, it has to be emphasized that the Appendices
have been written in a detailed form for making as simple as
possible a check of the whole formalism, and therefore they
have to be considered an essential part of the work.

2 General formalism

In this section, we summarize the general formalism that will
be used in our investigation of QED in Minkowski space (see
the review in Ref. [6] for the Euclidean version). We intro-
duce first the expression of the self-energy (2-leg transition
amplitude in the Nakanishi language [57], that emphasizes
the set of external momenta) in terms of NIR, for both fermion
and photon. Then, the KL representations of the correspond-
ing propagators are given. The main goal of this initial step
is the relations between KL weights and NWFs (see Refs.
[60,61], for an analogous approach, but with renormaliza-
tion constants Z; = Z> = 1 and with a bare vertex function
or the Ball-Chiu one, respectively).

The suitable renormalization scheme we adopt is the
momentum subtraction one, applied on the mass-shell
(MOM), as discussed in what follows. This scheme is suitable
when asymptotic states exist, and this property is actually
needed for the KL representation we have adopted. Clearly,
when a confined phase of the QED establishes, likely for
large values of photon running mass, the KL representation
becomes unproved (see, e.g., Ref. [47] and references quoted
therein for the analysis of the confining phase in QED within
the gap-equation formalism in Euclidean space, and Ref. [94]
for amore recent investigation in Minkowski space). It should
be anticipated that both electron and photon self-energies can
be nicely renormalized by applying such a scheme, given the
benefit from the presence of the transverse component of the
vertex function.

2.1 The renormalized propagator of a fermion

By adapting the notations in Ref. [6], one can write the fol-
lowing relations involving the renormalized propagator of a
fermion and the regularized self-energy.
The renormalized fermion propagator is given by
i

Sr(, p) = . ey

p—m() — XR(g; p) +ie
with ¢ the renormalization point and X'z (¢; p) the renormal-
ized self-energy. From Lorentz invariance, one can write

Xr(&: p) = p AR p) + Br(&: p). 2

with AR (¢; p) and Bg(¢; p) suitable scalar functions. In
terms of the expression in Eq. (2), the renormalized propa-
gator reads

Sr(, p)
b (1= Ar(@s ) +m(@) + Br(s: p)
2 2
pz(l—AR(C;p)) —(m(C)+BR(§;p)) + i€
(3)

=1
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Noteworthy, by requesting that the renormalized propagator
for p> — ¢? has a pole at the mass m(¢) = m ppys > and the
same residue of the free propagator, one finds the constraints
to be fulfilled by the two scalar functions, at the renormaliza-
tion point. Needless to say, those constraints are crucial for
establishing the relations between the regularized self-energy
and the two renormalization constants 6m and Z» (¢, A) (see
what follows). As a matter of fact, from the well-known gen-
eral approach illustrated, e.g., in Ref. [89] (or adopting Eq.

(3) and imposing —i(p2 —mz(é)) SR p) = pon+m(()
for p — pon, with pgn = m?(¢)) one gets

m(¢) Ar(£:¢) + Br(¢;¢) =0,
Ar(;¢) +2m(¢)

0AR(; p)  OBRr(C; p)
X[m(c) Py + o

] —0. (4
pr=c2

These two equations define the standard on-shell QED renor-
malization scheme. Bringing in mind that the natural out-
come of our formal elaboration will be a system of integral
equations, needed for determining .Ar and Bg, we adopt the
following renormalization conditions defining the RI'/MOM
scheme (see Ref. [95], for the renormalization independent
method in the unquenched QED)

Ar(£;¢) =0, Br(g;¢) =0. )

It is worth noticing the following remarks about this choice:
(i) it preserves the pole at the physical mass of the fermion; (ii)
it allows a numerical simplification, avoiding to implement
boundary conditions where there is an interplay between Ag
and Bpg; and last but not least (iii) exchanging the physical
mass for the current mass evaluated at a space-like momen-
tum, it is formally similar to the RI'/MOM scheme exploited
in the literature devoted to the non-perturbative studies of
QFT, e.g. in the context of the investigation on the lattice
(see the discussions on the RI’/MOM scheme e.g., in Refs.
[96,97]) as well as in continuous approaches (see, e.g., Refs.
[6,95]). Since at the present stage of the novel approach we
are exploring, the two boundary conditions in Eq. (5) turn
out to simplify the determination of the two renormalization
constants, we will leave the study of QED in the standard
renormalization scheme, Eq. (4), for further investigation.
The propagator Sg can be expressed in terms of the regu-
larized quantity, X' (¢, A; p), where A stands for a Poincaré
invariant regulator, e.g. A = 1/e within a dimensional reg-
ularization framework with d = 4 — €. To make the mathe-
matical notation less heavy, in what follows it is understood
that the relations involving renormalized quantities hold only
in the limit A — oo (notice that above the critical coupling,

3 For the sake of generality, we will leave the notation m(Z) in the
following expressions, though an on-mass-shell renormalization is
adopted.
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one expects to meet well-known difficulties for QED, as illus-
trated e.g., in Refs. [48,95]). Hence, one writes

Sr(¢, p) = m S, A k)

1 [

22 A) p—mQ) +m— X, As p) i€’
where Z,(¢, A) is the renormalization factor affecting the
fermionic field and ém = m(¢) — mo, with mq the bare
mass. The analogous form of Eq. (2), for the regularized

self-energy reads (it is useful to include the renormalization
constant Z; in the definition)

Y78, A p) =22(8,A) X, A; p)

with Az (¢, A; p) and Bz (¢, A; p) suitable scalar functions.
In particular, comparing Eq. (1) and Eq. (6), one obtains

6)

Ar(Es p) = Az (6. A5 p) = (226, ) = 1),
Br(s: p) = Bz(¢. As p) = [m(©) (1 = Za(¢, )
+7(5. A) dm]. ®)

Indeed, those relations amount to the outcomes of the subtrac-
tion scheme for the renormalization of each scalar function.
Moreover, by taking into account Eq. (5), one has

AZ(§7 Av {) = Zz(gv A) - 1»
Bz(¢, A;¢) =m($)(1 — Za2(8, ) + Z2(5, A) dm,  (9)

and therefore in the limit A — oo:
YR(Cp) =272, A p) — Xz(8, As p)l a2
= p[ A2 4 p) = Az i )l oo
B2, 4: p) = Bz, Ai )l e ] (10)

Pursuing our goal of establishing a formal framework
where one can get actual solutions of the gap equation, and
eventually describe the renormalized propagator, we usefully
introduce the NIR for the fermionic self-energy. This can be
achieved by starting from the approach proposed for a scalar
case by Nakanishi (see Ref. [57]), for summing up the infinite
contributions to a given n-leg amplitude, and generalizing in
two respects. One is the transition from scalars to fermions,
and the second one, more important, from a perturbative to a
non-perturbative regime. Those steps have been explored for
the BSEs in Refs. [64—78]. For the fermion self-energy, it is
necessary to introduce two NWFs, since one has to deal with
two scalar functions. Hence, the regularized self-energy can
be written in terms of the following scalar functions

o
Age. aip) = [ s 2L

s PP s e
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e ()
St p?—s+ie’

with s;;, the multiparticle threshold and p4(g) the NWFs. It
should be recalled that the NWFs are real functions, and do
not depend upon the external momenta. This last remark will
be useful for simplifying the formal elaboration aiming to
get the suitable integral equations for p4(g).

Moreover, the NWFs have to fulfill the relation entailed
by Eq. (9), i.e.

Z(¢, A):1+/ g PAG G A)

Sth m7
25, A) szfwds m&) pals. ¢ A) + p(s. . A).

2
Sth [c—s+ie

12)

It is easily seen that NWFs with a constant behavior for s —
oo generate an expected logarithmic divergence.
By using Egs. (8), (9) and (11) one can write

AR p)

Jim Az A p) = Az A p)l o]

22 o PA(S, &)
S Sth ds(pz—s+ie) (2 —s+ie)
(13)
Br(¢:ip) = lim [Bz(s. A p) = Bz (¢, Ai p)l o]
_ 2 IOB(své-)
(C p)/ p?—s+ie) (2 —s+ie)
(14)

where the notation p(p) (s,
adopted from now on.

It should be pointed out that the actual form of the NFWs
will follow from the solution of the coupled system of integral
equations we are going to elaborate. Anticipating on the next
sections, a possible constant behavior of the NWFs p4(p) for
s — oo would be regularized by the quadratic dependence
upon s in the denominator, allowing to safely take A — oo.
A situation in which p4(p) is not bounded at infinity would
create regulator dependent results, and may appear above the
critical coupling in QED as already mentioned.

Dealing with the gap-equations, it is fruitful to use the KL.
representation of the renormalized propagators, and therefore
one has to establish the relation between KL weights and
NWFs of the corresponding self-energy (see also Ref. [58]
for the scalar case and Refs. [60,61] for Q E D34 1). Recalling
the following KL representation

$) = paB)(s, ¢, A — 00) is

~ b+ m(@)
SR(;-a p) =iR 2(§)+l€
+i/ PGV(S {) +os(s, §) (15)
" PP —s+ie

where R ¢ is the fermion propagator residue, controlled by the
choice of the renormalization scheme (here we have adopted
RI’/MOM). Using XY'r (¢, p) from Eq. (2), one gets
’f pav(s $) +os(s, &)
St p —s5+ie
p (1= ARG ) +m(@) + Br(c: p)
=1
D(p; ¢) +ie
p+m()
p*—m*(§) +ie’

—iRs (16)

with

D(p; ¢) = p2(1 - Ar(g; p))2 - (m(C) + Br(¢; p))2

(amn

By evaluating the needed traces, one can obtain the following
relations

/"od oy (s, {)
5— -
Sth pc— S +1€

_1=-Ar@ip) Rs
C D(pi)+ie  p?—mi() +ie

/wds 05(5.0) _ m(©) +Br(&: p)
s PP —s+ie D(p; ¢) +ie
Rsm(Z)

_p2 —m2(¢) +ie (18)

If one assumes that both KL weights and NWFs match the

hypotheses for applying the Sokhotski—Plemelj formula, that
reads

/OO dst), =PV [&] —inf(w), (19)
—0 W —S§+1€ w—Ss

with an understood 6(s — s;,) inside f(s), then one can
manipulate the singular integrals in the lhs of Eq. (18) and
the rhs of Eqgs. (13) and (14) as follows

[oods oy (s, ¢)

" (w—s5"+1i€)
_oulove LT .
=PV W _lﬂUV(S)((I),{), (20)
/Oods PaB)(8, )
St (w—s+ie)(£2—5+ie)
—PV 'O_A(B)(S’f_) } —in 'OA“?EU’ &) @1)
L (@ —5) (L= =) (¢ —w)

Let us recall that ps(p)(s = ;2, ¢) = 0 and values w > s;p
arerelevant in what follows. By inserting Egs. (21) in (13) and
(14), the real and the imaginary parts of Ag(¢; w) become

NefAr(s; )] = € = o) (pa),
Sm{AR(C;w)} = —nmpa(w, ), (22)

with the notation (p4) indicating the principal value in Eq.
(21). Analogous expressions hold for Bz (¢; w). Hence, one

@ Springer
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can formally gets the following relations between KL weights
and NWFs for w > wy, = st

D1 = &2 = w)pa) | = patw. H)Dr

oy(w,¢) =

D% + n2D7
Di[m (@) + &2 = @) pn) | + pp(@, &) Dr
os(w, ) = D2 1 722 .
(23)
where

Di = [ (1 = ¢? = w)(pa)? — P4 (. 0) |
~[n©) + @ = 0)05)? ~ 70f (. 0)].
Dy = 20pa@, O)[1 = &% = @)(pa) |

+208(@. )| m©) + * = ) on) | 4)

It has to be pointed out that the knowledge of the KL weights
osv)(w, ) for > wyy is enough for determining the
fermion propagator for all the possible values of p?.

2.2 The renormalized propagator of a photon

In the Landau gauge, the free propagator of the photon reads

T
DH(g) = —i D (25)
q-— ¢, tie

where T"V(g) is the standard transverse projector

",V
T (g) = ¢ — L, (26)

q
with its useful properties,

quqv

Tuv(q) = guv — 612 v Tua(q) T%(Q):TMU(Q)

Tuw(q) g™ =Tl (q) = 3 (27)

and ¢, is a IR-regulator, (see, e.g., Ref. [89]). For the sake of
light notation, the dependence upon ¢, will be understood in
the renormalized quantities. Hence, the renormalized photon
propagator reads

T
@2 =53 +ie) |1+ Mk )]

where ITg(¢; q) can be called the photon self-energy, fulfill-
ing the following condition, able to lead to the correct residue
at photon pole

IR(g;5p) =0. (29)

Notice that the photon propagator would present a prob-
lematic pole if there exists a critical value, gy;,e, such that
1 + MR(&; gsing) = 0. Interestingly, the IR pole in (28)
could be removed if also ITg(g>) develops an IR pole, i.e.

D' (5. q) = i .

@ Springer

the so-called Schwinger mechanism [98], that leads to a mas-
sive photon (see, e.g., Ref. [99] for the absence of this phe-
nomenon in QED3 and Ref. [ 100] for acomprehensive review
in the case of QCD).

The relation between D%V (¢; g) and both the regularized
self-energy and the renormalization constant Z3(¢, A) is

D' (¢ q)
T
236, 4) (@2 =5 +i0) [1+11¢, 4,9)]

= —1

. (30)

Comparing the denominators in Egs. (28) and (30) one has
for A — o0

Mg, q) =112(¢, Ay q) + Z3(5, A) — 1, (31)
with
Iz (¢, A; q) = Z3(8, DI, As q).

By imposing the condition in Eq. (29), one gets the following
normalization

Mz (&, A 6p) = 1= Z3(8, A), (32)
and writes for A — 00
IR(;q) = Mz, A; q) — 7L, A; &p), (33)

It is also useful to recall that the renormalized propagator
fulfills the well-known integral equation, given by

DR'(¢.q) = D""(q) + D"*(q)
x |in% . )| DR @ 9. (34)

where IT Z”(; s qz) is the renormalized vacuum polarization
tensor, defined by

' ¢, q) = —q* T () MR(S; q). (35)

This quantity is involved in the gap-equation for the photon
(see Sect. 4 for more details).

Analogously to the fermion case, one introduces the fol-
lowing NIR for I17 (¢, A; q)

M. piq) = [ ds 2P0

—_—, 36
» g% — s +ie) (36)

where the real function p,, (s, ¢, A) is the NWF for the reg-
ularized photon self-energy, and sﬁl the multiparticle thresh-
old, i.e. s/ = 4m>(¢).

Using Eqs. (32) and (36), one gets the following expres-
sion for Z3(¢, A)

p)/(sv gv A)

@ —stio 7

Z3(§,A)=1—/p ds

th

The same observation below Eq. (12) is relevant also for Eq.
(37).
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By exploiting Egs. (32) and (36) in (33), [1r(¢; g) can be
written in terms of NWFs, viz

R q) = (&) —q°)
x/oods p.y(s,g) —
sh (Gp—s+ie) (g —s+ie)

th

(38)

where py, (s, ) = py (s, ¢, A — 00).
The KL representation of Dllfv (¢, q) reads

DR, (. q) = —iTu(q)
o0
+/ ds
sh,

and has to be compared with the following expression
obtained from Eq. (28)

O')/(a)’ é‘)
g% —s+ie)’

(39)

1
X —
<q2—;§+ie

p

_ MR(&: q)
@2 = g3 +ie) (1+ e )
Hence one gets

/Oods ;y(s’ é‘) =
sP g~ — s +1€

th

]. (40)

B M (51 )
@2 =53 +ie) (14 e )

(41)

By using Egs. (19) and (38), the real and imaginary parts of
ITR(¢; q) can be easily written in terms of the NWF p,, (w, ¢)
as follows (recall that g> > s/))
Py (s,¢)
Ne{ Mg} = @2 )PV | o — |,
R (T )

Sm{Mr(es q?| = =70, (a% 0. “2)

Finally, by using once more Eq. (19), one obtains the desired
relation between p, and o, given by

1
oy(w,8) == —~

(@—¢2)
x py(wa {) , (43)

[+ @ =) p)? + 720} @, 0)]

with w > sﬁl and (p,, ) the principal value in Eq. (42).

3 The renormalized vertex function

The amputated three-leg transition amplitude, or vertex func-
tion, is the basic ingredient for any dynamical approach that
aims at determining the self-energies of particle and quanta,
involved in a given theory. Unfortunately, the fully dressed

vertex function can be formally obtained only through the
proper DSE where, in turn, the four-leg transition amplitude
(i.e. the fully off-shell fermion-antifermion scattering kernel
in the case of QED) is present. This fact makes clear the struc-
ture of the infinite tower of DSEs, where each n-leg transition
amplitude fulfills an integral equation containing transition
amplitudes with a number of legs greater than n. In spite of
this, by using general principles, one can devise an overall
form of the vertex, in terms of the Dirac structures allowed
by both the Lorentz covariance, the parity conservation and
time reversal (see, e.g., Refs [50,101]), when QED is inves-
tigated. Following well-known steps, one decomposes the
vertex into two parts: (i) the standard component introduced
in the early eighties by Ball and Chiu [50], in order to fulfill
WTIs and to avoid any kinematical singularity, and (ii) a con-
tribution purely transverse, i.e. containing the possible Dirac
structures orthogonal to the momentum transferg = p s —p;
(see Fig. 1. for the pictorial representation and the kinemat-
ics). As a matter of fact, one writes the renormalized vertex
(or the regularized one, with the proper modification in the
notations) as follows

TR prs i) =Th g pps pi) + T (& prs pi)
(44)

where g - I'r 7(¢, py, pi) = 0and Iy 5 (¢, py, pi) is the
Ball-Chiu vertex dictated by the WTI i.e.

q-ITr, ps,pi) =q - ITrBC( Pr,Pi)
=iSg' (¢, pp) —iSx' (. pi)
= b = m©) = Zr . pp) = [ = m(©) — Tr(¢. po)]

=py [1 - Ar(; Pf)] —Br(&; py)

—bi [1 = Ar@s p) |+ Br(@s p) (45)
The actual expression of Fﬁ; g [50], is given by
TRpe(& proky) = %M Fa, (pg, pi,§)
_(pr +Pi)(2pf + )" Fa (ps pis©)
—(pyr+pd* Fa(py, pi, 0), (46)

where

Fao, (pf.pin¢)=2—Ar: pr) — Ar; pi)

o [Tas LAGD
_2+£lh ds @ 5110
N e S (el )
(P —s+ie) (P —s+io |
AR pr) — AR pi
Fa(py. pit) = K& 2D = Ar s pi)
(pf_P,‘)
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PA(s, §)

(p7 —s+ie) (p] —s+ie)
Br(&; pr) — Br(&; pi)
(p7 = pD)

B /ood pB(s, )
=— 5 — - 5 —.
sw  (py—s+ie) (p; —s+ie)

00
= —/ ds
Sth

Fg(pf, pi,¢) =

(47)

While FIQL: pc s elaborated starting from WTIs and the crucial
request of avoiding kinematical singularities, the transverse
part F,éf;T has to fulfill the constraint imposed by the curl
of the current, g" I'y — q”FI’{ [51] (see also the analysis in
Ref. [22]), and it can be expressed in terms of eight Dirac
structures, TiM , such that ¢ - T; = 0 (see Ref. [50] for the

complete list) and eight scalar functions, F;, viz

Ter@oppop) =Y Filpr. pinO) T (prop)  (48)
i=1,8

In general the functions F; (p 7, p;, {) cannot be written only
in terms of Ag and By [22], but the whole set of functions
has to cooperate for ensuring another fundamental property:
the multiplicative renormalizability of both self-energies (see
Egs. (6) and (30)) and vertex, viz

TR, pr.pi) =Z1(&, A) TH(E, A pr. pi) (49)

with the constraint Z1(¢, A) = Z»>(¢, A). It is fundamental
to notice that, given the DSEs, the multiplicative renormaliz-
ability of both two-leg and three-leg functions are intimately
related. This has been elucidated by a vast literature, in differ-
ent frameworks. In particular, in Refs. [40,42-44,52,54] (and
references quoted therein) a close analysis, ranging from a
first perturbative study to non-perturbative ones, was carried
out, pointing to the role played by leading logarithms in deter-
mining the aforementioned property, through an unavoid-
able cooperation between the scalar functions present in
FI’;;BC and FI’éT. Differently, in Refs. [40,53,102], within
a quenched approximation, the requirement of multiplica-
tive renormalization is implemented by looking for solutions
of the fermion gap-equation with a power-law behavior.

In our unquenched approach, we take into account the
transverse vertex, retaining only some contributions, as it
will be explained in what follows. Indeed, this is a distinctive
feature of our work, in comparison with approaches sharing
the same spirit, i.e. exploiting spectral representations of both
propagators and self-energies (see Refs. [44,58,60-63]). In
particular we consider the following two Dirac structures, of
the eight identified in Ref. [101],

/' (ps. pi) = ¢*v" — q"¢
Tg'(py. pi) = Plebi — pj by — iv"owp! Pl
= —iysely,, v /g’ (50)

@ Springer
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Fig. 1 The pictorial representation of the regularized fermion-photon
vertex, with a fermion absorbing a photon

with o, = i[yy, ¥p1/2 and €123 — 4 1. Notice that there is
an overall different sign with respect to Ref. [50].

It is worth mentioning that in the fermion massless case
(relevant for studying the dynamical generation of the mass)
only the Dirac structures with i = 2, 3, 5, 8 contribute
[42], and moreover, in the same limiting case, T3” and TSM
allow one to implement the gauge covariance of the fermion
propagator [103]. Finally, as pointed out in Ref. [22] the
contribution TSM is able to generate an anomalous magnetic
moment term, within a perturbative framework [21].

The adopted expressions of F3 and Fg are the ones given
in [22] (see also [53]), where a very detailed formal analysis
of F# was carried out (adopting a Euclidean metric) and
general expression were found. In particular, due to the curl
of the current, it turns out that 73 and Fg can be minimally
chosen as linear combinations of A and B (see Sect. 2.1).
In this way, one has a workable Ansitz for FII;;T, that has
the virtue of closing the equations involving the fermion and
photon self-energies. The actual F3 and Fg are given by (see
also Ref. [53])

1
-7:3(pf7 Pis ;) = _EFAf(pr Pi, ;)

Fs(prspir8) =Fa (pf, pi, ) (5D

that match the expected perturbative behavior for p% >> 1’1'2
(see the discussion in Ref. [53]). Hence, one can write

g (& s pi)

1 .
- —E[qzy“ —q"4 + 2lyse“3pyapfqp] Fa(pgspis ©).
(52)

In conclusion, we use FI’; given by the sum of the Ball-
Chiu vertex [50] and one of the minimal Ansétze for FI’;;T,
proposed in Ref. [22]. In particular, by using Eq. (52) one
can (i) fulfill the multiplicative renormalizability, (ii) estab-
lish a non-perturbative framework, where a closed coupled
system of integral equations allows one to investigate the
self-energies of both fermion and photon.
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4 Coupled gap equations

This section, in particular Sects. 4.1 and 4.2, contains the
main outcomes of our formal elaboration that aims to get
a mathematical tool for determining the fermion and pho-
ton NWFs and eventually yield the fermion and photon self-
energies. In order to accomplish such a task, it is necessary
to proceed by writing down the DSEs for the self-energies
(see, e.g., Ref. [6] for a general introduction), and insert the
results obtained in Sect. 2 (see details in Appendix A and
Appendix B).

The DSE for the regularized fermion self-energy, defined
in Eq. (7), is given by

4
Y70, Ay p) = —iZ1(L, A) e%f L
4 2m)*

x y? D, (¢, p—k) Sr(¢.k) TRk, p),
(53)

where it is important to emphasize that the dependence upon
A means that the rhs can have singular contributions (indeed
this is the case). But such terms become finite after intro-
ducing a suitable regularization procedure, that in our case
it turns out to be the dimensional one with d = 4 — € and
A = 1/€ (see the details in Appendix A). Then, the renor-
malized self-energy fulfills

d*k
2m)*
< | DE, & p =) TR @k, p)

_Pﬁggp—mfﬁ@%Ji

vP Sr(z, k)

SR(C: p) = —iZ1(¢, A) & /A

ﬁ:ﬁ}. (54)
The two scalar functions describing X'z (¢; p) (see Eq. (2))
can be obtained by evaluating the suitable traces, i.e.

1
AR )= 35 T p (e )|

Br(s: p) = T (e )] (55)
In Sect. 4.1 the results of the traces will be presented and the
relation with the NWFs established.

In the Landau gauge we are adopting (recall that the polar-
ization tensor is transverse in this gauge), one can start from
the following expression of the regularized polarization ten-
sor (see Appendix B for details) in terms of the renormalized
quantities

"¢, A; q)

Zi(g, A) d*k
— _ 2 uv N Bt 2
=T TG ) = Ay eR/A(znr‘

xTelySr(e, 0) TR k. k= @) Sk, k — )] (56)

Notice that 7V is a symmetric tensor, and therefore also
the rightmost term it has to be. One can convince himself by
recalling that one has at disposal only one four-vector, g for
constructing antisymmetric contributions. It is understood
that I7"", microscopically described by the second line in
Eq. (56), must satisfy the transversity property, i.e ¢, [T"" =
0, IT*Yq, = 0. Hence, one has to verify that

d4kT S k
//‘(27)4 r{¢ R(L. k)
XIR(E:kok = q) Sk = )| =0,
d*k
“w
| Sl
X Tr(¢ikk=q) g S k= q)| =0.

(57)

Since, we are adopting a vertex that automatically fulfills the
WTI, the second line in Eq. (56) can be easily demonstrated
by using the WTI itself and the dimensional regularization,
in order to make formally allowed a shift in the integrand.
As a matter of fact, one gets

d'k B
[ STy seen

X TR(ikok =) q Sk k=)

dek .
~J e )4Tr{y [Sr(. k—q) — SR(g,kn} =0
(58)

The equality in the first line of Eq. (57) is more involved,
but for ensuring that the microscopic calculation of IT*" be
proportional to 7#" one should recover the structure

q"q"

B
q2

g A+

with the needed relations A = —B. This is guaranteed by
Eq. (58), that follow from the fulfillment of WTL

In order to single out the photon self-energy, I1(¢, A; g),
one can proceed by saturating the polarization tensor with
any combination of g"¥ and g*¢"/q?, but it is extremely
useful to take full advantage and guidance from the analyses
carried out in perturbative regime, (see, e.g., Refs. [6,42]).
Hence, one can saturate both sides in Eq. (56) with the tensor
PHY given by
q"q"

PHY = gh? —4 5
q

(59)

This tensor has been introduced in previous works (see Refs.
[42,104,105]) in order to project T#' on its gq" part,
avoiding to deal with quadratic singularities proportional to
g" present in IT*". We emphasize that such a projector is
adopted for convenience reasons. As a matter of fact, appar-
ent quadratic singularities are met in the following elabo-
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ration, but the choice of the vertex presented in Sect. 3 (see
also Appendix B) ensures their cancellations. These apparent
singularities are easily bypassed by exploiting P*", without
carrying out a lengthy algebra (see also Refs. [104,105]). As
a final remark, it should be pointed out that the formal manip-
ulation shown in Appendix B needs a dimensional regular-
ization of some terms and therefore one should substitute 4
with a generic dimension d in the expression of P*".

In conclusion, one gets the following expressions for the
regularized self-energy

L Z1(¢, A) d*k
2 N s | 2
q HZ(L A? ‘Z) - l 3 eR\//\‘ (27_[)4 P[LV

xTr[y*Sr(, K TR(E. k. q) Sktk — q)], (60)

where IT7(¢, A; q) = Z3(¢, A) T1(¢, A; q). This entails for
the renormalized self-energy, Eq. (33),

d*k

) 4
MTr(5:q) = =iZ1@A) 3 ¢k | 555 P

1
X{@Tr [ SR TR k. q) Sr(E. k —q)]

1
— T [ SR TR ke ) SpG k= )] oz |-
22 ;

(61)

4.1 The fermion gap equation and the NWFs

As it is shown in details in Appendix A, one can exploit the
NIR of Ag(¢; p) and Bg(¢; p), Eq. (55), and the KL repre-
sentations of both fermion and photon propagators, Egs. (15)
and (39) respectively, for obtaining the following relations

R (&% = p?) pals, o)
AR(E: p) _/ a5 o E D
=Ta, A; p) — Ta(§, A; Pl pr—p2
(62)
and
Y (&% — p?) pB(s, §)
BR(;» p) - \/s[h ds (p2 s +l€) ({2 s +l6)
= TB(C? Aa p) - TB(Cv Av p)|p2:{2
(63)
where

TAC, A5 p) = —iZ1(C, A) ei/o do 50, ¢.¢2)

/00 , / d*k 1 1
X ds : -
0 AQm* (p—k?—w+ie k2 -5 +ie
1 B B _
X mTr{[ka(s/, ¢, siy) +as(s', & sl IF i)y,s} .
(64)
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and

Ts(C. A: p) = —~iZ1(Z, A) e%/o dw &,(,.£2)

< d*k 1 1
X ds - ;
0 A (p—k)?2 —w+ick?—5 +ie
1 _ B _
X ZTr {[k Gv(s' ¢ sp) +0s(s", ¢si)] Fﬁ yﬂ} )
(65)

In Egs. (64) and (65), we have

6y (@.¢.6p) = 8(0— }) + 0, (@, O @ — D),

asv)(s', ¢, sp) = S(S’ — m2(§)> + o5 (s, {)@(s’ — St/h) ,
2
2

+iys€P Y piky) Fa_ (k. p.§) = 2P} Fis(k. p.¢) (66)

B
Ff =T Fa .o = (00 p) +(p— k2L

with y} = y¥ —¢"q - y/q* and pf = p* —q"q - p/q*.

In both F 4, and Fy4_, a term Ag(Z; p) is present. The
one in F 4, generates a severe divergent behavior in k (see
Egs. (64) and (65)) that cannot be regularized by subtraction,
since the corresponding term in 74 (p), being evaluated at
p? = (2, yields Ag(¢;¢) = 0, by definition. A simple
power counting in k2 reveals that in 74 and 7p, only the
combination proportional to F 4, — (k*>— p*)F 4_ allows one
to mitigate the divergent behavior due to Ag(¢; p) in F .,
leading to a logarithmic divergence that can be regularized by
the subtraction in Eqs.(62) and (63) (see details in Appendix
A). In fact, one has

Fa, (k,p, o) — (K> — pYFa_(k, p,c) =2(1 — Ag(g; b))
(67)

This cancellation highlights the intrinsic limitation of the BC
vertex, since it is necessary to go beyond such a contribution
for restoring the multiplicative renormalizability. This has
been known from a long time (see, e.g. Ref. [52]), but it
is relatively more recent the suggestion that the constraints
coming from the curl of the vertex allow one to elaborate
transverse contributions suitable for ensuring the multiplica-
tive renormalizability (see, e.g., Ref. [22]). In Appendix A it
is explicitly shown how non-multiplicatively renormalizable
contributions, from the BC term, Eq. (46), and the transverse
ones, Eq. (52), cancel each other.

Once the explicit expressions of the relations in Eqs. (62)
and (63), are obtained as in Egs. (A.63) and (A.50), respec-
tively, by using a spacelike external momentum p in order
to avoid unnecessary formal complexities (recall that the
NWEFs are real functions that do not depend upon the exter-
nal momenta as one can also assess a posteriori), one can
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extract the integral equations fulfilled by the correspond-
ing NWFs p4 and pp, after assuming that the uniqueness
theorem by Nakanishi [57] can be applicable to the non-
perturbative regime.

In particular comparing Eq. (A.63) and the lhs of Eq. (62),
one gets the desired relation for p4 (see Appendix A)

3,
O (v =) PG 6) = (55 ¢k Jim 716, )

oo 1 00
x/ do &, (o, ¢, ;“F,A)/ dg/ ds'
0 0 0

x{&v<s’, X [s oyt -8 — 0 —(1-8))
¢
—/ dt@(yt(l ) —Ew— ts’)} +ov(s’, ¢ sl A)
0

oo
x|:/ ds ,OA(S,Z,A)C,(L\O‘)/@',w,sgs/,fa)’)

h

+y/ ds pals, ¢, A) Cilé(c,w,s,s’,s,y)]

Sth
1-& 1—&—t
_y(}S(S/’{,S;h,A)/ dt/ dw
0 0

oo
x / ds pp(s, ¢, A)

Sth

, sA4(t, w) —Ew —ts' — ws
x Ay -5+ i ]] (68)
with A4(t, w) = (t + w) (1 — t — w),
A/[y — 5+ (sA— B)/A]
_ Oy —s+ A= B)/AI -5y —5) 69)

(sA—B)

0 1
(¢ w, 5,8 & y) =

(L2 —s+ie)
x {s Olyel -6 —s0— (1 - &)y]

1-§
—/ dz@[yt(l—t)—éa)—ts’”
0
1-§ 1 Eo+its'+(1—&—1)s
d Sly —
+/0 ’{u—s) > i

_/lgt dw 8[ _éa)—l—ts’—i—ws]}
o AGw U7 T aew )

and

(70)

1 1=
¢ (¢ w55, . y) =/O dr {(1 .

51— &) —Ew—15' — (1—& —1)s
o E1—8) ]

xA’[y—

1=§—t , sA4(t,w) —Ew —ts' — ws }
- dw A"y — .
fo waly—ss Ayt w) ]

(71)

It has to be pointed out that the presence of the function
A’ does not prevent a quantitative investigation (to be pre-
sented elsewhere) once an integration with a function smooth
enough is carried out. Indeed, the existence of NWFs fulfill-
ing a suitable smoothness property will be the target of future
numerical investigations. In the meanwhile, we should con-
sider as an encouraging hint the results of the first quantita-
tive check discussed in Sect. 5 since the obtained first-order
NWFs lead to well-defined integrals in Eq. (68) when iterat-
ing further.

As to pp, after comparing Eq. (A.50) and the lhs of Eq.
(63), one extracts

_ 32
O(y—Szh) (¥, 0) =— We]g Algnoo Z1(¢, A)

00 1 00
X / dw &, (®,¢,p, A) / d& / ds’
0 0 0

x {6s(s’, Cospye ) O[y6(1—8) =0 — (1 - 65|
+6S(S/1 ;» S[/h’ A)

o
><|: / ds pa(s, C,A)C,(L;OS)(C,CD,S,S/,EJ’)
St

Sth

o0
+y / ds pa(s, &, A) cglg(z,w,s,sas,w}
St

h

vt s 1-¢ 1—£—t
yov(s', &, sy, A) dt dw
0 0

o0
X f ds pp(s, ¢, A)
St

Sth

, sAg(t,w) — 0 — 15 — ws
xA[y_s+ Aq(t, w) ]}’ "
with
Cios)(g,w,S,S/,é’y) = 2 —s+ie
1
xO[et -6 —so - -ow]+
1-¢ fotzs'+(1-§—2)s
0 7
y /0 dz 8|y £1—¢) b

and

Ci3( P Jp—— flgdt (1-6)
as, @585, 8,y T 2—s+ie Jo §

SE(1—8) —Ew—15' — (1 — £ — D)s
* E1—6) ]

X A’[y—s

1—€E—¢
+/ dw
0
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, sA4(t, w) —Ew —ts" — ws
x Ay -5+ ya ]} (74)

4.2 The photon gap equation and the NWF

In Appendix B, the details are given for obtaining the integral
equation fulfilled by the NWF p, (see Eq. (38)), exploiting
both the integral equation that determines the renormalized
photon self-energy, Eq. (61) and the uniqueness theorem [57].
One can write

HR(C;CI)=/2 d

&

) & —a%) py(s, )
(Gf —s+ie) (g% —s+ie)

= 0 - T KDlp_a] 09

where
. 4 5 [ d% 1
TP(LAJ])— lZl(gﬂA)geR‘/;‘Wlpﬂvm
x Tr[y"Sg(¢. TR k. q) SR,k —q)].
(76)

Then, following the formal steps in Appendix B, where a
spacelike g2 has been adopted for a straightforward elabora-
tion without loss of generality (as in the fermionic case), one
gets

2

lim Zl(;,A)/ ds
0

O =si) oy 9) == 55 lim

e’} 1
X f dS/ / dé {6V(S/, é" s;h,A) 6'V(S, Cvst/’hA)
0 0

x 26(1 - £)0[yE(1 — &) — &5 = (1 - ©)9)]

o0
x <1+/ da)—p?(w’{’/?) )
Sth (¢ —w+ie)
o
+/ do pa(w, L, A) Cy(s, 5", &, w)
Sth
+265(S/s ;,S;h,A) 6'V(S, é‘v st/’lvA)

o 1—-¢ 1—£—v
X / dow pp(w, ¢, A) / dvf dw (v + w)
Sth 0 0

1-2(v+w) 0 /
W 53[)’ —A(s, 5", w, v, &, w)]}, (77)
with

A7(s, s, o, v, &, w)
_ v+ EFwWo+1—E—v—w)s
B w4+w) (1—v—w)

Cy(s.5'. €. 0) /Hdv/l_s_v v
s, 8, E w) = _—
’ 0 0 As(v, w)

X {2 6V (S/a C? st/h) 6V(S, §7 slh)

b)
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X <a) %S[y —Ay(s, 5", w, v, &, w)]

+8[y —Ay(s, s, w, v, &, w)])
+G5(s', ¢, 57) G (s, 57y, 0)

X ia[y — A7(s, 5", w, v, &, w)”,

oy (78)

and A4 (v, w) = (t+w) (1—¢—w). In order to obtain numer-
ical solutions, the derivatives of the Dirac § can be traded for
the derivative of the p functions, which, contrary to the &,
does not contain itself any Dirac §. Just like in the fermion
case, the first check performed in Sect. 5 yields results com-
patible with well defined integrals in (77). One can also note
that in the right-hand side of Eq. (77), the dependence upon
oy 1s not explicit, but buried into the fermionic quantities.

4.3 Some remarks

Concluding this section, that presents our formal results,
some remarks are in order. The coupled systems for deter-
mining pa, pp and p, is composed by the set of Eqgs. (68),
(72) and (77), supplemented with Eqgs. (23) and (43). The
fact that the NWFs do not depend on external momenta
has been extensively used to build the system of equations.
Indeed, Eqgs. (23) and (43) are obtained from timelike (above
threshold) momenta, taking advantage of the real and imag-
inary part decomposition, while Egs. (68), (72) and (77) are
derived for spacelike external momenta to avoid complica-
tions coming from singularities. Beside the above feature, the
uniqueness theorem allows one to finalize the formal steps.
Interestingly, derivatives of Dirac delta distribution naturally
appear in our derivations. In summary, (i) the NWFs are real
functions that do not depend upon the external momentum,
as a posteriori can be checked by a direct inspection of the
coupled system; (ii) once the NWFs are numerically evalu-
ated, the scalar functions Ag(¢; p), Br(¢; p) and ITR(Z; q)
are known for any value of any momenta; (iii) the presence
of the derivative of the delta-function is not an issue from the
numerical point of view, as already observed when the NIR
approach has been applied to the numerical solution of BSE
(see, e.g., Refs. [70,72]).

5 A first application

After establishing the formal results, i.e. the system of inte-
gral equations that the NWFs p4, pp and p,, have to fulfill,
it is important to test the consistency. Following the same
spirit of the first applications of the NIR approach to the
two-scalar system, where the Wick—Cutokski model had to
stem from the formal elaboration (see, e.g., Refs. [106,107]),
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we have performed the first iteration of the coupled system,
as an initial step, in view of the quantitative investigation in
full, to be presented elsewhere. It should be pointed out that
the first iteration offers the possibility to partly check our
results, as it corresponds to the standard one-loop computa-
tion. Once the analytical expressions of ,021), pg) and ,o)(,l)
have been obtained, we have carried out the evaluations of (i)
the KL weights for both fermion and photon propagators, (ii)
the fermionic running mass and iii) the charge renormaliza-
tion function, and eventually compared with one-loop results
(see, e.g., Ref. [89], but noting the different renormalization
scheme).

The numerical investigation, aimed at establishing the
validity of our approach by assessing the convergence of
the iterative method, will be presented elsewhere. We stress
that, generally speaking, the result of the iterative procedure
may differ significantly from the first iteration one (see, e.g.,
Refs. [108,109] and Ref. [110] for QCD studies), and that
we perform here a basic test of consistency. In Appendix C
all the details for obtaining the aforementioned first iteration,
Egs. (C.116),(C.120) and (C.122) respectively, are illustrated
with also some of their features, while in Appendix D, the
full expressions of the coupled system is summarized for the
convenience of the interested reader.

In Fig. 2, the first-order Kéllén-Lehman weights for the
fermionic propagator, Eq. (15), are presented for different
values of the IR regulator ¢,. They can be easily obtained
from Eq. (23) after inserting ,0541) and pl(;l) given by (see Eqs.
(C.116), with its careful discussion, and (C.120))

O (v —sm) o} . 0) = —% #

;
x Oy — m%;)){@[{m@) ro 3] (y-m@)
+0y = m@) + 5P| (v - m2<;>)3

x[1-ro @,3)]},

(79)
with
2y +2m2(5) — &2
2= 1-¢2 P
fO.e% 80 \/ R NG
2 ) 2
x|:1+ 2 Y HmC) 22 C”], (80)

D (p-mo)

and

@(y - Sth) pfgl)(y, Q)
2

3
= — Gz @) Oy = (@) + 5,1

1
x ;\/[y —m2(¢) — 212 — 4m2()¢2 (81)

Qualitatively oy and o are quite similar, though width and
tail of og are slightly larger than the oy ones. The common
features are (i) the negative values (in Ref. [44] the scalar
weight is also negative), that is a consequence of our choice
of the renormalization scheme, and (ii) the sharp peaks for
¢p — 0. The latter are very close to the threshold and clearly
depend upon the IR-regulator ¢,, while the tails are unaf-
fected, as expected. To complete the discussion it is useful to
recall that the residue at the pole of the renormalized fermion
propagator, R g, isnotequal to 1, as expected in the RI'/MOM
scheme [96,97]. Table 1 summarizes the different values of
the residues associated with our curves in Fig. 2.

Another simple check is the formal comparison between

the expression of ,og)(y, ¢) for vanishing values of ¢,,

Table 1 Values of the fermion propagator residue R for different ¢,

100 ¢, /m 4 3 2 1

Rs 1.10 1.11 1.13 1.16

W@.0) m'(©)

-0
—_
o

S

T

- GS((D’ C) m(C)

Fig. 2 The first iteration of the Kéillén—Lehman weights for the
fermionic propagator, Eq. (15), for different values of the IR-regulator,
¢p. The threshold is given by w;; = m?(¢). Upper panel the vec-
tor weight, oy (w, ¢). Lower panel: scalar weight og(w, ¢). Solid
line: ¢, = 0.01 m(¢). Dotted line: ¢, = 0.02 m(¢). Dashed line:
¢p = 0.03 m(¢). Dash-dotted line: ¢, = 0.04 m(¢)
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with the expression one can extract from standard one-loop
computations of Br(¢; p) (see e.g. [89]), but within the
RI’’MOM scheme. In the limit £, — 0, one has from Eq.
81

tim ©(y =) oy (3, §) = =3
¢p—0

e (s o)

m(¢)
y

xm(¢) [1 - } (82)

with a;, = e%e /4m . Moreover from the definition in Eq. (14)
one writes

Im{Br@. p)} = —7x0(p? —su) o (p2 0. (83)

After imposing Br(¢,¢) = 0, perturbative computations
yield (see e.g. [89])
Uem 3 m? — [72
47 p?
2

p
m2(§)>’ 5

By P, p) = m(2)

X ln(l —

Hence, for p> > m?(¢) the logarithm becomes complex, and
adopting the same analytic continuation as in Ref. [89] (i.e.
In(—p) = In p — im), eventually one has

2

Sm{Bgz(g, p} — 7 m()3 Zem [1 _n (;)]. (85)

47 p?

that coincides with the result one gets from Eqgs. (81) and

(83). As a final remark, one should point out that in the same

limit Ag (g, p) vanishes both in our case (see Eq. (C.119))
as well as in Ref. [89].

Figure 3 shows the Kéllén—Lehman weight for the photon

propagator, Eq. (43), obtained from ,0)(,1) given by (see also

2
R
—_
=

e
n

10° o, (®.0) m(G)le

0‘07“‘\“‘\“‘\“‘\“‘

th

Fig. 3 The first iteration of the Kéllén—Lehman weight for the photon
propagator, Eq. (39). N.B. in this case there is no dependence upon
the IR-regulator, ¢, as shown in Eq. (86). The threshold is given by
wp, = [2m@)F

@ Springer

Eq. (C.122))
2
O =) 0.0 = ~35E5 0O —am’ @)
2 2
X(1+2m (4“)) |4
y y
(36)

The independence from the IR-regulator £, as shown in the
expression of ,o](,l) , 1s the standard feature of the one-loop cal-
culation, and only the higher-order contributions will make
apparent such a dependence. Differently from the fermion
case, the KL weight of the photon is positive, as expected.
This bosonic result points to the highly non trivial interplay
of the two scalar functions Ag and Bg, in order to obtain
positive KL weights for the fermionic source. We have also
calculated the running mass (see Eq. (4) for the value at the
renormalization point)

Br(¢;
M@;p)zm(C)Jr r(; p)

1 —Ag(&; p)
_ m(§)Ar(&; p) + Br(&; p)
=mot 1 — Agr(; p) ’ &7

and the charge renormalization function (Eq. (29) for the
value at the renormalization point)
)
Grigh =208 _ 1 (88)
Uem I+ 1R q)

In Fig. 4, the running mass is shown for values of the
four-momentum below the threshold, s;;, = mz(g), adopting
atiny ¢, up to ¢,/m(¢) = 107, while in Fig. 5 both real
and imaginary terms, generated for p> > s, are presented.
Notice that the positive sign of the imaginary part is a con-
sequence of the first-order calculation (see. Eq. (85) and the
vanishing of A for ¢, — 0).

In Figs. 6 and 7, the running charge defined in Eq. (88) is
shown for values below and above the threshold, that in this

1.00

0.98r a

M(C;pc)/m(C)

0.94]- ]

"“\“‘\“‘\“‘\“‘A
092 2 4 6 8 10

-(p*-5,)/m’(©)

Fig. 4 Theinvariantmass M (¢; p), Eq. (87), below the threshold s;, =
m(¢)?, vs p?
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Fig. 5 The same as in Fig. 4, but in the timelike region. Upper panel:
real part of the running mass. Lower panel: imaginary part of the running
mass

[ PR UR R NS SR ST S S SR ST S ST ST SR SR S NS S S ]
0.975 2 4 6 8 10

-(q*- " ym’()

Fig. 6 The running charge G(¢; ¢%), Eq. (88), below the threshold vs
g%, with s/, = 4m*(¢)

case holds sl’; = 4m2(§). The comparison with the results of
Ref. [61] (where Im{M (¢, p)} has a negative sign) can be be
performed only at the qualitative level, since the quantitative
one is too early for our numerical efforts. In any case, one
can recognize quite similar pattern, in particular, for the case
of small values of the coupling constant «,,,. It should be
pointed out that the first-order self-energies (both fermion
and photon ones) depend linearly upon the coupling constant

1.02———

0.96'\\\\‘\\\\‘\\\\‘\\\\‘\\\\A

0 2 4 6 8 10
2 p 2
(q°- s,)/m(Q)
3.0——
~=
Nf-\ F
< 2.0
5:/1‘ L
O L
- L
E L
~_ 1.0
S L
0.0““\““\““\““\““A

0 2 4 6 8 10
2 2
(q- s )ym(§)

Fig. 7 The same as in Fig. 6, but for the timelike region. Upper panel:
the real part. Lower panel: the imaginary part

and therefore, the values of the running mass and the relative
running charge are not affected by such a dependence.

We would like to conclude this section by shortly antici-
pating a remark stemming from the detailed numerical inves-
tigations to be presented elsewhere. Indeed, in the quenched
approximation, one can verify that the integrals relevant for
the second iteration are all converging, even the ones includ-
ing the function A’ (see Eq. (69)). Of course, when extend-
ing the calculations to large values of the coupling con-
stant, extra care on the convergence of the above quanti-
ties is requested, as one should expect additional singularity
issues from Minkowski and Euclidean calculations focusing
on the strong-coupling regime, both below and above the crit-
ical value (see, e.g., Refs. [47,61,94,111] for the challenges
beyond the critical value).

6 Conclusions and perspectives

This work belongs to the set of the early attempts (not too
much numerous) to explore the non-perturbative regime of
QE D3, directly in Minkowski space, by exploiting the
framework based on the so-called Nakanishi integral rep-
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resentation for describing the self-energies of both fermion
and photon.

The originality of this work, elaborated within the RI'/MOM

scheme, lies in the choice of the fermion-photon vertex, able
to fulfill constraints coming from both the Ward—Takashi
identity and the multiplicative renormalizability, that calls for
purely transverse contributions. We have shown that despite
the apparent complexity, it is possible to derive a well-defined
system of equations for the Nakanishi weight functions, that
we recall are real functions fulfilling a uniqueness theorem,
within the Feynman diagrammatic framework [57]. In addi-
tion, we have presented an initial check based on the evalua-
tion of the first iteration of the coupled system. In particular,
we have initiated the comparison with known results of (i)
the Kéllén—Lehmann weights for both fermion and photon,
(i1) the running mass and (iii) the charge renormalization
function. Beyond this, we have also verified that numerical
stability remains under control, encouraging toward a more
vast numerical investigation.

It has to be pointed out that the present results readily
calls for two natural extensions on a short-time scale. First,
complete numerical studies should be performed, allowing
one to assess the convergence of the whole approach and to
move the comparison to a quantitative level, e.g. with the
results in Refs. [44,61]. Second, the expected residue equal
to one at the mass pole should be implemented at the level
of the NWFs, i.e. going from the RI'/MOM scheme to the
standard on-shell renormalization scheme.

On alonger time-scale, the third desirable extension would
be to move from QED to QCD. An educated reader might
object that many ingredients we used are not available or
available in a much more complicated way for QCD. For
instance, there is no formal proof that the propagators of
confined particles should have Killén—Lehmann-like repre-
sentation (positive definite). Nonetheless, lattice-QCD com-
putations seem to be consistent with a spectral representation
(although not a positive one) [112]. Furthermore, the Ward—
Takahashi identities must be replaced by the Slavnov—Taylor
ones, forcing deep modifications of the quark-gluon vertex
function, playing an important role in realizing a dynamical
breakdown of chiral symmetry. Also for this issue, progresses
have been recently done in that direction, with the defini-
tion of the non-Abelian generalization of the Ball-Chiu ver-
tex [27]. Therefore, despite the technical difficulties to jump
from QED to QCD, we believe that such a possibility should
deserve a careful investigation.

As a final remark, it is appropriate to recall that, for a
given interacting system, our final goal is to implement and
solve the BSE with dressed propagators for both particles and
quanta, directly in Minkowski space, i.e. where the physical
processes take place. In view of this, our present elaboration,
that belongs to the phenomenological realm, should be con-
sidered a step forward for setting up a viable tool for the actual
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investigation of strong-coupling regimes (first below the crit-
ical value), within a QFT framework where the dynamical
ingredients are made transparent and under control.
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Appendix A: DSE for the fermion self-energy

In this Appendix, the formal elaboration for obtaining
the equation that determines the renormalized self-energy
X' r(&; p) is given in details.

The starting point is the integral equation fulfilled by the
regularized self-energy X' (¢, A; p) (see Itzykson and Zuber
[89], p. 275, for the adopted notations, and also Fig. 8), that
reads
S A s d*k

(& Aip) =i (~ieg) /A oy

vP S, Ak

(A1)

By introducing in Eq. (A.1) the following relation between
regularized and renormalized quantities

(¢, Ark) = Z5(¢. A) Sr(¢. k),

Dap(t, As p — k) = Z3(5. A) DL (¢ p — b,

gk, p)
Z1(¢, A)

Z¢, N7
%} =3, (A.2)

re@, Ak, p) =

)

e§ Z3(¢, A) [
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/ /
[ »p i Ip

Fig. 8 The pictorial representation of the regularized fermion self-
energy in Eq. (A.3), with the external legs amputated. The thick lines
are the renormalized propagators of both the fermion and the photon,
respectively, while the thin one is the free fermion propagator The full
dot represents the renormalized interaction vertex

one can rewrite

Spts = —izae. )b | T B sk
Z({v »P) l(é‘v ) R A(Zﬂ)47/ R({v )

TR (& k. p) Dis (25 p— b,

with X7(¢, A; p) = Z> X (¢, A; p). From Eq. (10), one
gets the following integral equation for the renormalized self-
energy

XR(&; p) = pAR(; p) + Br(Z; p)
= 27, A p) — 2z(8, As Pl pe_p2

4
= —iZ(L, A) &% / Ik
4 Q)

x {Fl‘é‘(z;k, p) Dy (i p—k)

- [F;%‘(C:k, P) Dag(53 p = k) ],ﬂ:zz}'

(A3)

vP Sr(z, k)

(A.4)

The scalar functions Ag(¢; p) and Bgr(¢; p) can be
obtained by evaluating the following traces

AR({a p) = TA(gv Av p) - ,TA(gv Aa p)|p2:;2 s

Br(s: p) = Tp(&, A; p) — To(C, A; p)ljpp—g2 s (A.5)
with
TAG 45 p) = o T T2, A0 ).
4p
To@, 4 p) = 3 T[22, 4 )] (A6)

Since in the Landau gauge the photon is transverse to
the momentum transfer, only the transverse projection
Tgo IR (C; k, p) is relevant (see Eq. (27) for the defini-
tion of Tgy). It is important to notice that the transverse
projection of the Ball-Chiu vertex is not vanishing, i.e.
TﬁaFIg‘;BC(g; k, p) # 0. In particular, by using Egs. (26)
and (46) one gets

B
Th M pe @ik p) = 75 Fa k. p. )
—(p+ 0Pl Fa (k, p, ) —2ph Fi(k, p, ),
(A.7)

where the subscript 7 on a four-vector means

V.
VE = Vb _ qﬁq—f, (A8)

with ¢ = p — k (notice that the photon is outcoming), so that

k? = pg. Moreover, from Eq. (47) one has

AR k) — AR p)

Fa (k,p,t)= 2
_ /ood pa(s, )
= — S 7 - 2 . )
Sih (k> —s+i€) (p* —s +ie)
Br(g; k) — Br(&; p)
Fgk.p.¢) = P
PB(s, )

(A9)

00
= —/ ds
Sth

For the purely transverse component I'g. (¢ k, p), Eq. (52),
one has

(k2 —s +ie) (p? —s +ie)

1
—s[p =0t

205y pok, | Fa K p.©),

Th g (Cik, p) =
(A.10)

where (p — k)ﬁ = 0 has been used. Summing the two con-
tributions to F}?,T, one gets:

Y ; .
i} =L Fa ko p.o) = [+ P+ —0? 1T
+iys€P P Yapoky | Fa_ (k. p.§) = 20§ Fis(k, p. ).
(A.11)

After inserting in Eq. (A.3), the expressions of the fermion
and photon propagators in terms of the respective KL repre-
sentations, i.e. Egs. (15) and (39), and exploiting Egs. (A.7)
and (A.10), one can obtain the following expressions for the
traces

Ta (G A p) = —iZ1(¢, A) & fo 4w (. 0. C))

/00 , / d*k 1 1

X ds ; -

0 A Q)4 (p—k)?—w+ie k2 -5 +ie
1

X ZTr{[k av(s', ¢, s) +0s(s'.¢s)] Oam}

(A.12)
where
Oy = % P pys,  Op=TF v, (A.13)
and

oy (@, ¢, 8p) = 5(60 - {,3) + oy (@, ¢) @(a) — glf)
G5y (', ¢osfy) = 8(s' = m2(©)
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+oswy(s', o) @(S/ - S;h). (A.14)

Appendix A.1: Traces evaluation

From Egs. (A.12) and (A.13), one gets the following traces.
The one involved in the calculation of 74 is

1 ’ ’
JTrA[K v (' osp) +85(5".0s7p)] Oa)

=ov(s', ¢ s;) Tri+0s(s',¢,sp,) Tra,

(A.15)
where
1 3 p?— (k- p)?
Try = —F Sk (p—k)21| Fy, (k,p,¢)
|: P _(k P) (k2 2)
3 2 2.2 2
< ~k-p(p—k)"—kp”+ (k- p))
FTS
—2(k*p* — (k- p)H) | Fa tk.p.O) .  (A16)
FTS
and
2 kK2p?— (k- p)?
Trym — 2 KP =Pl p ooy, (A17)

p? (p—k)?
In Eq. (A.16), the underbraces emphasize the contributions
generated by each term present in the vertex (see Egs. (46)
and (52)). This is motivated by the needed cooperation for
eliminating the contribution produced by Ag(¢; p) present
in F 44. Such a contribution generates a singular integral in
Ta (¢, A; p?) that cannot be canceled by an analogous term in
Ta(¢, A; p? = ), since Ag(¢; p=¢) = 0. Alsoin Fy_
there is Ag(Z; p), but in a combination with Ag(¢; k), such
that it does not plague the further calculation (see below).
Notice that also in 75 (¢, A; p2) the same issue will be met.
In conclusion, all the terms in the vertex function play an
essential role for properly restoring the multiplicative renor-
malizability of the self-energy, as expressed in Eq. (A.4).
This result is expected from the perturbative analysis (see,
e.g., [42]), but it is gratifying to be achieved within a non-
perturbative approach.
The aforementioned cancellation of Ag(¢; p) in 74 can
be attained by usefully recasting Eq. (A.16) as follows

1 3 k*p? — (k- p)?
=g |-G

x [Fa k. p.©) = & = PIFa k. p.0)]
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2 (3 kzpz_(k'P)z
_[2” <§k'p_ (» — k)2 )

+2p? =4k p)| Fa ko p.0)}. (A1)

Then, the problematic Ag(¢; p) is canceled in the combina-
tion

Fy, (k,p, ) — (kK* = pHFa_(k, p, o)

_ 2[1 —AR(;;k)]. (A.19)

obtained from the contributions produced by 73 and Tg. It
must be noticed in Eq. (A.18) that for getting the result one
produces the term

K —4(k - p)?,

that in principle can generate a singular integral. Indeed, an
other fortunate cancellation takes place by exploiting the 4D
angular integration and the difference between T4 (¢, A; p?)
and 74(¢, A; {2) (see also Appendix A.4). Remarkably the
factor of 4 is essential for obtaining the finite result.

For evaluating the trace in 7p (see Eq. (A.12)), one gets

Tr{[Kov(s', ¢, s0) +T5(s", &, sp)] O

=ov(s', ¢, s, Tr3+as(s', ¢, s7,) Tra, (A.20)
where
k*p* — (k- p)?
Try=-2 ————— Fpk, p,{), (A.21)
(p—k)?
and

3
Trqy = 5 I:FA+(k, P& — (k2

_[2k2 2_(k p)2
(p —k)?

— p)) Fa_(k. p. )]

+3(p* — k- p)} Fa_(k, p,¢).
(A.22)

Finally, collecting all the results, one has the following
expressions for 74 (¢, A; p) and Tg(Z, A; p)

3 o
TA(LA;P):iZl({,A)e%?/O dw 6y (@, ¢, ¢p)

/00 /f d*k 1 1
X ds . :
0 A Q) (p—k)?2—w+ie k2 —5' +ie

_ ’ 2
X {OV(S ’ g’sth)|:(k P — gR(k, P))

x (1 — Ag(¢; k)) — (p2(k -p - %R(k, 17))

k*p* — 4(k - p)?
+pf(p)) Fa_ (k. p. :)}

2
+3 os(s', ¢, si) Rk, p) F(k, p, é“)}, (A.23)
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and

To(c, As p) = —izl<;,A>e§3/0 dw 6. ¢. L))

foo // d*k 1 1
X ds ; -
0 AQm* (p—k?—w+ie k2 -5 +ie

X {55(3/, £osip) [1 — Ar(&: k)

2
~(P? =k p+ SR, ) Fa_ (k. p. c)]

o 2
_GV(S 9§sst/h) gR(k, p) FB(kv P, C)}s (A24)
with
K2p*—(k-p)?  ¢*p*>— (g p)*
Rk, p) = - . (A25)
b (k)2 e
withg = p — k.

By using Eq. (13) for Ag(¢; k) and (47) for F4_ and Fg,
one can write 74 and 7, as follows

3 o0
T 45 p) = i216. ) 6 — /0 dow (.7, £)
X {/0 ds' av(s',¢,s1,) Zi(p, w, s")

oo o0
+/ dS pA(Sv ;) / ds/ 6V(s/9§’s;h)
St 0

h
[ Ti(p, w,s")
(2 —s+ie)

o0
+/ s pa(s, )
Sth
o0

(p*—s+ie) Jy,
x| p* T. ! 11 ! 2
D" Lu(p,w,s’,s) + 3 5(p, 0,5, 5) 3 ds

Sth

_I4(pﬂ w, S/a S)]

o0
!/ = / U
ds" oy(s', ¢, s;)

9]

PB(s,¢)

0 ds' ag(s’,¢,s,) T ,a),s’,s}
P —s+i0 s, sG55 ¢ys) I3(p )

(A.26)

and

Tp(, As p) = —i3 Z1(¢, A) ek /0 dw oy (w, ¢, ¢p)
X {/0 ds' as(s', ¢, s1,) Zo(p, w, s")

+/ dS pA(sv {)\/(; dS/ O_'S(S/, {7 s;h)

Sth
IO(p7va,) /
(G g e s0)]
pA(s, §) ©

o
+ ds —————— ds' as(s', ¢, s,)
./s,h (p?>—s+ie) Jo th

X (pzlz(p, w,s',s)—Iy(p, o, s, S))

2 o0 ,
+_/ ds fB(S i).
3 S (p? —s+ie)
o
x / ds’6v<s’,;,s,’hﬂs(p,w,s’,s)} (A27)
0
where
d*k 1
T N =
o(p,w,s") //1(271)4 02 —wtic
1
—_— A.28
sz—s’—l—ie ( )
d*k 2
T N=| — |k-p—Z Rk
1(p,w,s) A(27‘r)4[ P=3 (,p)}
1 1
A.29
><(p—k)z—cu—l—ie k2 —s' +ie ( )
d*k 1
2005 = | G kP —wtie
1 1
A.30
sz—s/—i-ie k2 —s+ie ( )
d*k
I(p, w, s, =/7Rk, —_—
3P, 5) A 2m)* k. p) (p—k)? —w+tie
1 1
X
k2 —s' +ie k2 —s+ie
(A31)
d*k 2
Ta(p, w, s, s) = —— |k-p— =Rk,
4(p,w, 5, s) /;1(2”)4[ P=3 ( P)]

1 1 1
X
(p—k)?2—w+iec k2 —s' +ie kK2 —s +ie
(A.32)

. , / d*k  k2p? — 4k - p)?
5(p,w,s,5) = -
AR (p—k?2 —w+ie

1 1

A.33
sz—s’—{—ie k2 —s+ie ( )

with w, s', s > 0.

It has to point out that Zy, Z1, and Z5 are divergent inte-
grals for d = 4, and only after applying i) the dimensional
regularization and ii) the subtraction of the corresponding
integrals evaluated at p> = ¢2, one gets finite results for Ag
and Bg, as it will be shown in Appendix A.3 and Appendix
A.4, respectively.

Differently, the three integrals Z,, 73 and Z4 are finite, and
they can be evaluated by (i) applying the Feynman parametric
formula and introducing a new variable ¢ = k — ap (¢ is a
proper combination of Feynman parameters); (ii) changing
the variable g9 — iqa4 and iii) eventually using 4D polar
coordinates, g = {qx, gy, gz, g4}, given by

qE = p{sin@g sinfy cosp, sinb sinby sing,

sinb, cosOy, cosH ] (A.34)
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Appendix A.2: Analytic integrals

The evaluation of the analytic integrals in 74 (¢, A; p) and
Tp(¢, A; p) represents the most lengthy part of the formal
elaboration. It is helpful to recall that our goal is to achieve a
form of both Ag and B suitable for exploiting the unique-
ness of the NWFs p4 and pp, as suggested by a theorem
demonstrated by Nakanishi for a generic n-leg transition
amplitude [57].

To proceed in a simple way, it is very useful to consider
spacelike values for the external momentum p. This choice,
as it becomes immediately clear, simplifies a lot the formal
elaboration, and it is not restrictive, since the NWFs do not
depend upon the values of the external momentum, but note-
worthy they are used for obtaining the scalar functions Ag
and By at any value of p.

For the finite integral Z, one gets

1 1—& a
q
Ir( ,a),s/,s)zf dé/ dv
P 0 0 Qm)*
2

X

[ +£0 09> — g0 vy — (1 —& —v)s +ie]

mmZ/ Sflé

X

Fd—fnﬂ—éw—vﬁ—(h—g—ms+k]
(A.35)

The last step can be easily carried out without any concern,
given the aforementioned choice of p? < 0.
The second finite integral, Z3, becomes

I( , ) /-ldéfl—gd /l—f—vd d4q

3 , W, 8 ,8) = v w

P 0 0 0 Qm)*
6[42192 —(q- p)z]

1
[qz + A4(v, w)p? —Ew — v’ — ws + ie]

X

3, i 1 1-& 1—£—v
—Ep —(47_[)2 /0 dé/o dv/o dw
X ! , (A.36)
[A4(v, w)p? — Ew — vs’ — ws + ie]
with A4(v, w) = (v + w)(1 —v — w).

Finally, 74 can be evaluated by using the result in Eq.
(A.36),i.e.

Iu(p, w,s',s) =2 p? /1615/1_501” d4q4
0 0 (2m)

X

3
[42+$(1—E)p2—§w—vs’—(l—g—v)s+ie]
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2 /
—— I3(p, w,s,s)
1- S
=0 mmZ/ 5/

;
X
[[a1—sm2—sw—

vs’—(l—{,-‘—v)s—i—ie]

1-&—v
—/ dw !
0 [.A4(v,w)p2—§’w—vs’—ws+ie]
(A37)

In the above 4D integration on ¢ the subscript A has been
removed since the regularization is not necessary.

Appendix A.3: The B contribution to the fermion
self-energy

Let us start the evaluation of the contribution Bg, since it con-
tains only one divergent integral, i.e. Zp, Eq. (A.28). To get a
finite value for the contribution from Zy, it is compulsory to
exploit both the dimensional regularization, that legitimates
the variable shift in the integrand, and the subtraction of the
corresponding term in 7p(¢, A; Pl p2=¢2, as shown in Eq.
(A.5). With this in mind, we simplify the formal elabora-
tion removing the dependence upon A in what follows, and
directly using the 4D integration. Bg(¢; p) in Eq. (A.5) (see
also Eq. (A.27)) reads

Br(; p)
@2 -p?

X {5s(S’, ¢, s;) Do(p. ¢, w,s") +/
St

321(;“)6%/0 da)6y(a),§,§p)/0 ds’

o0

ds pa(s, %)

h
DO(Pa ;v , S/)
2=

+/ ds pp(s, )

Sth

X 6S(S/7 é‘vsl/h) [ _Dz(p’ é’,(,(),S/,S)

+D24(p7 ;7 w’ S/7 S)}

x oy (s', ¢, ;) D3(p,§,a),s/,s)}. (A.38)

where Z1(¢) = Z1(¢, A — 00) and the differences of inte-
grals (see Egs. (A.28), (A.35), (A.36) and (A.37)) are defined
as follows

[Zo(p. 0.5 = To(¢. 0.5 ]

DO([’a é‘a , S/) = —i

€2 —=p?
(A.39)
) . [Iz(p, w,s',8) =1, w,s, s)]
IDZ(P’{»CU»S»S):_ (Cz_pz)
(A.40)
2P L@ =TS
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8 [13(p, w,s',s) L@, o, s/, s)]

p? —s+ie (2—s+ie
(A41)
1

D24(p’ vavs/ys) = _i ~h A
2 —p?

[p212(p, w,s',s) —Ty(p,w,s,5s)

X
p? —s+ie

DG o5 s) ~L¢ o, 5 S)]
2 —s+ie
(A.42)

The actual evaluation of the differences is briefly sketched.
The first one, Dy, can be obtained from Eq. (A.28) and recall-
ing the need of the regularization, viz

—pz) ./ /(271)4

o, @) = x0@ 9] = )2/ é‘/ dv
£1-8)
[ea—ofv2+a-vwp2]-eo— -5 +ic)

(471)2/ /dyfd“ gw;(l(l_;)s]

= dy
[U{2+(1—v)p —y+ze (4”)2 / /

Dy(p, ¢, w,5) =

X

folds olel - £y — o — (1 - 6)']

x 5=, (A.43)
[v§2 + (0 -v)p?2—y+ ie]
where
1
xo(p,q) = >
[0 +60—6)p2 — 0 — (1 - )5 +ic]
(A.44)

and the formal manipulations are allowed by the dimensional

regularization. Eventually, the last line has been introduced

after applying an integration by parts for preparing the appli-

cation of the uniqueness theorem [57] to the NWF pp. Notice

that Ew + (1 — &)s’ +n > 0 and the exchange of the inte-

gration on 1 and on y has been assumed to be allowed.
From Eq. (A.35), one gets

/ | I oo L g
Da(p. ¢ w,8°,5) = (47)2 /é dv/o 4y /0 )
5[y— M]

1-§ =
X / dz 079 5
" <]

v2+ (1 —v)p?—y+ie

(A.45)

To evaluate D3, one can introduce the following difference
with A > 0and B > 0
2

B P
P= (pz—s—i—ie) (Apz—B—i-iG)
§2
_<§2—s+ie) (Ac2—8+ie)
o s B/A
~ (A-B) (P =s+ic) (p*-B/A+ic)
B s . B/A
(2 —s+ie)  (c2-B/A+ic)
:M ldv a 2
(sA—B) [U§2+(1_v)p2_s+ie]
B/A

[ng F(—v)p?—B/A+ ie]2

1 00
=—<¢2—p2)/ dv/ dy y
0 0

) A’[y — s+ (s — B/A)] (A.46)

[u;2 (1= v)p? —y—i—ie]Z’

where A’ indicates
A’[y — 5+ (sA— B)/A]

_Sly—s+GA-B)/A]-d(y —s)
B (sA— B)
From (A.36) and by suitably modifying Eq. (A.46), one has

(4;1)2/ / @
;]

(A47)

Di(p. ¢, w,5',5) =

" [(v{z—i-(l — v)pz) —y—i—ie]

1-¢ 1—&—t
X f dt/ dwy
0 0

X A/[y — s+ (ALt w) —Ew — 5" — ws)/ Au(t, w)],
(A.48)

with A4(f, w) = (¢t + w)(1 — t — w). Finally, from Egs.
(A.35), (A.37), (A.46) and (A.48), one writes

/ 1 l
7724(P,§7wysys)—m/0 d& (1-§)

1-¢ 2
[l
0 (p*—s+ie)
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1
[s0—6)p2 g0 —15 = (1= — s +ic]
é‘2
_(é‘z—s—i—ie)

X

« ! }
[5(1 — O —tw—ts — (1 —&—1)s + ie]
+D3(P’ é‘v w, S, S/)

1 1 00 1 1-¢
= — dv/ d / d / dt
(47T)2/o 0 vy 0 : 0

T EA—E)s—Eo—ts'—(—E—1)s
A[y s+ = ]

X {(1 —§)

1-&—t
+ / dw
0
Inserting Eqs. (A.43), (A.45), (A.48), and (A.49), one gets

B -3
GEok m>2a““*/‘”/‘dy/ do

x / dé_ U}/(a)7 g’ gp)
0

[(vé‘z + (1 - v)pz) -y + ie]2
xﬁwdﬁ{@@Cadﬂ[@ﬁl—aof—sﬁ—sé

[(vg‘z +(1 - v)pz) —y+ i6]2

" (A4(t,w)s—Ew—ts'—ws)
A [ S+ Asliw) ]

[(v{z +(1 - v)p2) —y+ i6]2
(A.49)

+f dspats. ) (€@ 0,55, &)

Sth

+y G o, 5,5 &, y))]

o 0 1-& 1—&—t
+yov(s, ¢, sy) ds pp(s, ) dt dw
Sth 0 0

, Ag(t, w)s —Ew —ts' — ws
XA[y—s—i— yHOe ” (A.50)
with Z1(¢) = Z1(§, A — 00),
o Olyel — &) — g0 — (1 - )]
CR . 0.5.55.y) = T
1-& / _ £ _
n 1 / drs _Ew+zs +(1-& z)s]’
E-8) Jo E(1-8)
(A.51)
and
1-&
O, w,5,5, £, y) = / dﬂa—a
0
/ El—8s—tw—ts'—(1—&—1)s
xA[y—s—i— P ]
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I=6— , Ag(t, w)s —Ew —ts' —ws }
dw A"y — .
+ﬁ waly—ss Ay, w) ]

(A.52)
Appendix A.4: The Ag contribution

In order to evaluate Ag, (recall p2 < 0, but without loss of
generality on the final result for the NWFs) one has to face
with the divergent behavior of 77, Eq. (A.29), and 75, Eq.
(A.33). The strategy is exactly the same we have applied to
7y in the subsec. Appendix A.3, combining the dimensional
regularization for shifting the integration variable and then
exploiting the subtraction.
One can write from Eq. (A.5)

AR (&; P)

{2 =-3Z1(&, A — 00) eR /0 dw oy (@, 8,8p)

o0
X / ds’ {6v(s’, ¢os;) Di(p ¢, w,8")
0

Di(p, ¢, w,5")

+/s, ds pa(s, &) ov(s', ¢, sy) [m

h

_D4(p7 §9 w, S/, S)

[o/0]
+Dy(p, ¢, w, 5", s) + Ds(p, C,w,S’,S)} —/ ds
Sth
x pp(s,0)os(s’, ¢, 5) D3(p. ¢, o, 8, S)}- (A.53)
where
1
Di(p, ¢, o, S) = - W
Ti(p,w,s") Ti(¢ w5
x [ e | »ss
1
I4(p,a),s ,8) Iy, w, s, s)
) [ [ S ]
(A.55)
1
Dl/l(p’ {,w,s’,s) ({2 )
[14(17, w,s',s) L@ o, s/, s)]
(p? —s+ie) (2—s+ie)
(A.56)
1
Ds(p, é‘,a),s/,s) = —i W

[ Is(p,w,s', s)
X

I5(¢, w, s, s) ]
p* (p? —s +ie)

2 (2—s+ie)
(A.57)

By exploiting Eq. (A.43), D; can be evaluated as follows

@=p?) f / (n)*

Dl(pvngvs/)z_
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§
2
—tw—(1—&)s' + ie]
§
2
[0 +60 - )c2 — 60— (1 - §)5' +ic]

_ifolg dt[ [

B a> —(q-9?/¢? ”
[q2 +1(1 =002 —Ew— 15 +ie]3

1 /‘d /wd 1
= —— v
(@m)2 Jo 0 Y

|
[0 +50-)p?

q* — (q - p)*/p*
3
2411 —0)p? —Ew—ts' + ie]

2
[v{z—i-(l —v)pz—y-i-ie]
1
« [ aele osea -0 -0 - a - o]
0
I-¢
—/ dt@[yt(l —t)—gw—ts’]} (A.58)
0

From Eq. (A.37), one gets

1 1 00
Diy(p,C,w,5,5) = W/ dv/ dy

x }fdgf

{v;2+(1—v)p —yfie

X{als) -

Ew+ts' +(1—é—t)s]

§1-§)
_/‘I_S_I dw 8[ B éw—i—ts’—i—ws]}
0 gt w) L As(t, w)

(A.59)

and

Dy(p, ¢ w,s',s) =

faf o

(47r)2 / d”f dy

2
v§2+(l—v)p —y—i—ie]

, s&(l—“g‘)—éa)—ts’—(l—f—t)s
X{M [ §1-8) ]

I=§—1 , sA4(t, w) —Ew —ts' — ws
_/(; de[y—s+ At w) ”

(A.60)

Recalling that one has first to apply the dimensional reg-
ularization to Zs, from Eq. (A.33) and using Eq. (A.46), and
introducing one has

15
R 2)/ Sf

d4
y f ﬁ 5. P) — x5(q. )]

Ds(p. ¢ w,s',s) =

1 1 o0
=——— | av| 4
@n)? /o ./0 Y

1 2/-1—.;%
: [<v§’2+(1—v)p2>—y+ie]2/0 e 0 “

sg(l—s)—gw—m’—a—g—t)s]
§1-8) ’

X A/[y -5+
(A.61)
with
N
p? (p? —s+ie)
ala*p? = @ pr?| - 30707 - 3¢

xs(q, p) =

X

[ +60—8)p> — 50— 15— (1~ 05 +ie]
(A.62)

By using Eqgs. (A.48), (A.58), (A.59), (A.60) and (A.61), one
has

Ar(Z; p) 322,0)
(2= p? T (4n)? / / dy/ d“’/ @
X/ ds' O'y(a) g, gp) .
0 [(v§2+(1—v)p)—y+ie]
x {6v<s’, 3 s;h)[ (so[ye -6 -t —a-5y]
1-&
- dt O|yt(1 —1) —Ew — ts'
/0 : [yt( 1) — Ew ts])

[ ds pns.0) (€ 0558

Sth

+y Cay (¢ @, 5.5, 8, y))] —5(s'. ¢ sy)

1-¢ 1—¢— z
X / ds pp(s, C)/ dt/
Sth

sA4(t, w) — —ts' —ws
x A [ S A4(t, w) ]}’
(A.63)
with Z1(¢) = Z1(¢, A — 0),

£0[v6(1 — &) — g0 — (1 - §)5']
’2 —s+ie

- @[yt(l — 5 —ga)—ts’]
—/ dt -
0 2 —s4ie

liéd ! )
+/0 t{<1—s>

I=6=t gquw
_ slv —
fo Aa(t, w) [y

O, w5, 5,8 y) =

[ 3 gw—i-ts/—}-(l—é—t)s]
§(1-8)
Ew+ts' + ws
Aa(t, w)

]} (A.64)
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k—q

Fig. 9 The pictorial representation of the regularized photon self-
energy in Eq. (60), with the external legs amputated. The thick lines
are the renormalized propagators of i) the fermion and antifermion pair
and ii) the incoming photon, while the thin one is the free photon prop-
agator. The full dot represents the renormalized interaction vertex

and

1 1=
¢ (¢ w55, 8, y) =/O dt {(1 .

/ sE(1—&) —Ew—1ts'—(1 =& —1)s
xA[y—s—i— P ]
=g~ , sA4(t,w) —Ew —ts' — ws
— A — .
/o dw Ay s+ At w) ]}
(A.65)

Appendix B: DSE for the photon self-energy

This Appendix is devoted to obtain the integral equation
determining the renormalized photon self-energy. Equation
(33). The initial step is given by the DSE for the regular-
ized polarization tensor, Eq. (56), that we rewrite here for
convenience, (the kinematical quantities are shown in Fig. 9)

nv . 2 uy . _ _.M 2
n ({»Avq)_ q T H({vAvq)_ 1Z3(§,A) €R
d*k i v
< [ g T SRE D k= seGe k)]
(B.66)

where Eq. (A.2) has been used for the renormalized quanti-
ties. From Eq. (B.66) and the properties (59), it follows that
the renormalized photon self-energy, Eq. (33) reads

Me@9) = [To@ A q) = TG A Dlpogy]  (BOD)

with

. 4 e%‘,
T g = —izic. 3 s [ as
q Sth
4
x/ ds’/ dk4 5 : .
sy A Qm)* k2 — s +ie
1 P,u\)

w oy -
- (k—q)*—s'+ie 4 Tr{y [k ov (s, ¢ s
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+6’S(S, é‘» sl‘h)] F[‘é(é" k7 k - Q)

x [(—d)ovs', ¢ sp) + 305G, ¢, S{h)]} (B.68)

where we have used: (i) the KL representation of the fermion
propagator, Eq. (15), (ii) the definitions of oy (s) in Eq.(66).
From the vertex contributions Egs. (46), (52) and the relation
yset Py (k — q)vk, = y5€H“YPyukyq,, one can define the
relevant trace:
Spl“) = 6V(S/, ;a S;h)6v(sa §7 Sth)Tr{M}

+6S(S/, ;a S[/h)a'S(Sa C’ Sth)Tréu)

+av(s', ¢, s)as (s, & sm)Try”
+65(5', ¢, 51)av (s, & s) Try” (B.69)

where

4 2
-k —g)’
2

v 1 2.,
~(k—q)" Fskk—q.0) — 5 [a%y

Y 1 13 yv
Tri" = —Tri OF | = Fa, (k,k—q., %)

Fa_(k.k—gq,¢)

—q"q + Zi)/sfmﬁpyakﬂQp] Fp (k,k—gq, C)} }

(B.70)
with
of =U—py" k. 05 =yH,
0y =U—dr", 0y =y"¢ (B.71)
Performing the traces (recall that €9123 = 1), one has for the
first trace
o
TrfL = TF.A+(k’ kp5 g‘)
(k + kp)”
—Tp[kg k- (k+kp) — (k +kp)kp - k
1
hfky - (k + k,,)] Fu (k. kp, &) — [5 (% T — )
———
T3
_ghv (k2q2 — (k- q)z) — kg + q{‘”]
T8
x Fq (k,kp, ), (B.72)

where the following notation has been introduced for getting
a more compact expression

kp=k—gq
T = KR K KR — gk -,
1'2’“) =q“(k§k'q—q”kp-k—}—k“kpq),
o = g"k" + q" k",
7, = q"q k> + KMk g
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Moreover, the contributions from the transverse vertexes, i.c. x &5(s, &, Stn) [2721 (k,q) + 3k - 6]] Fp(k.k —q,%)
T3 and T3, have been properly emphasized.

After introducing (B.76)
| .
O = KK = S (@M + gk, @®.73) Vih
(k- q)?
2

. Rilk,q) =k* —4
one can obtain: q

and (see Eq. (A.19), with p - k —q )

2(1— Ag(L,k)) = Fa, (k,k—q.,¢)
- 4 —q A_K, _C],§

2l K — kg oA | Fal ok = q.¢) (B.78)

(B.77)

T = [0 = 82— g o] [Pk —q.0)

+8" (kzqz — (k- Q)z) Fa_(k,k—q,8), As in the case of the fermion self-energy (see Appendix A),
(B.74)  inserting the expressions of F4,, F4_ and Fp in terms of
the NWES (see Eq. (47)) one can write

The remaining traces are given by e .
e
. To(¢. Aiq) = —iZi (5. A) 5 K f ds / ds'
K gu 3 q Sth 0
Try, =

Fa (k.k—q.8)— [(2k - )" 2k —q)"

Fa (k. k—q,
_}_(ngl“’_qﬂq‘))} M . (a) {) 00
R e— x<l+[ da)’”‘—’>+2/ dw

X {5V(S/’§’St/h) 5V(S’C’Sth)|:216(QvSas/)

T Sth (Cz —CL)+ZE) Sth
g"’ 2
2 [FA+(k’ k=a.0)=q" Fa k=g, ;)] x palo, C)(w T:(q. 5,5, 0) — 2 T3(q, s, 5, w))}
_ZICﬂU F.A (ks k - q3 ;)7
- +2_ /! bl ! 0 9 bl
T = k=) 2k~ )" Fstk k—q.0). T G o) 05 o)
d 9 Z 9 b /7
= —[2K" 4+ g"(q" — k)| Fatk. k= q.0), X / @ pa@. ) I7(q. 5,57, @)
Trit ==k Qk = )" Fgk.k — g, 0) +[Fs65", 51 Gv s, &)
= —|2K"° + k¥q" | Falk.k —q.¢). (B.75) ) . 00
[ :I +UV(S/7 {,S[/h) US(S7 é‘asth)] / d(,() pB(wa {)
Saturating the tensor Sp*” with P*¥ one gets for Tp (recall , SI/h
that g,,, P*" = 0) x (271(¢. 5.5, @) = 3T5(q. 5. 5", ) )
o0
4 eg ) +365(s', ¢, 50) Gv (s, Cosm) | dew pp(w, £)
T, A ) = =iZi(e. ) 3 / ds/ ds
Sth s
| x (21, 5.5 @) — 4Tio(. 5.5, ) } (B.79)

f d*k 1
X
A QM4 k2 —s4ie (k—q)?—s +ie

where the integrals Z;, are defined as follows
X {6V(S/v g’ S;h)6v(sﬂ {7 Sth) [(Rl(kv C]) + 3k N q)

/ sk [ 488 13k g
x 2(1 — Ag(c, k)) - 2[(k —q)* (R1(k, q) + 3k - q) Tolg.s.s)= | ooa K2 _ s+ ie
1

~2k%q* +2(k - )] Fa_(kk — g, :)} —265G Eos) CG—qP—v tie (550
T:(q, s, s, w)
XO_'S(S, é-v Sth) (Rl(kv Q) + 3k - 6]) F.A,(ka k — q, ;) d4k [kZ _4(]:]7%)2 + 3k .q]
_&S(S/, ;7 S;h)&V(S, {7 slh) I:ZRl(kﬂ 4) + 3k - q - //“ (27T)4 k2 — 5+ i€
1
+3(2(k q) — 112)] Fglk,k —q.8) —av(s'. ¢, sy) x [k —q@)? —s' +ie][k> —w+ie][(k—q)* —w+i€]
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(B.81)
, d4k [k2 2 (k 3 q)Z]
Ls(g. 5.5 @) _/A Qr)t K2 —s+ie
1
k=) =5 +ie] [ —w+i€][(k— g —w+i€]
(B.82)
N o S (D)
Zo(g. s, 5" @) _/A Qr)* k2 —s +ie
5 1
[(k—q)? —5' +iel K> —w+iel [(k—q)® — o+ i€]
(B.83)
T ) = d*k 1
108, 5: 5@ = | 0 12— +ie
§ 1
[(k—q)? —s' +i€el K> —w+iel [(k—q)? — o+ ie]
(B.84)

with s, s’, @ > 0. Recall that the external momentum q2
is chosen spacelike, for the sake of simplicity in the formal
elaboration.

Notice that Zg presents an apparent quadratically diver-
gence, as expected. Therefore, we exploit dimensional regu-
larization, like the integral Zy (see Eq. (A.43)), and obtain

Ed—-8)x

[—x FE(1—86)g2 —&s' — (1 —&)s + ie]2
(B.85)

3q2 1 (o)
I(,s,s’):iifd / dx
o @y ©

X

that has a logarithmic divergence, harmless once we subtract

the corresponding integral evaluated at g“g (see Eq. (B.67)).
The other integrals are convergent and after applying the

Feynman parametrization and the change of variable py —

ool [ a
(47T)2q/(; E./(; Y

/-1—5—1; As(v, w)
X dw -
0 [Dgh(q,s/’s, v,w,g,w)_|_l'6]

(B.86)

ip4, one gets

T:(q, s, s, w) =i

Is(q, s, s, w) = ii/ldé /1—5 dv
2(4m)% Jo 0
1

’

1—&—v
X / dw
0 [D;h(q,s/’s, v, w, &, ) +ie]
(B.87)

Ig(q,s,s/,a)):iiz[]dé []Edv
(4m)= Jo 0
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(v+w)

2
[Dzh(q, s's,v,w, &, ) + ie]

’

1-&—v
X f dw
0

1 1 1—¢
T (,s,s/,a))zi—/ d / dv
10\g (47_[)2 0 E 0

1-&—v
X dw )
/0 [ 2

Dgh(q, s’ s, v, w, E ) + ie]
(B.89)

(B.88)

where

Dy, (q, s v w € ) = As(v, w)g? —vs' — (E +wo
—(1—v—£&—w)s.

By using Eq. (B.79) and the definition in Eq. (B.67), the
photon self-energy reads (see Eq. (38))

. _ é_“ 2 2_ 2 *® o /
g5 q) = Z1(&, A) 3 ¢k €, —q9) A ds A ds
X {5V(s/v ;ast/h) 6V(S7 ;asll‘l)[z DG(Qvgva,S/)

x<1+/ dow >+2/ do pa(w, )
Sth St

h
X (a) Di(q, ¢p, s, s, w) — 2 Ds(q, ipy s, s, a)))i|

pa(@, §)
(&2 —w+ie)

+205(s", ¢, 51,) Gs5(s, o 5en)

o0
X / do pa(w, ) D1(q, Ep, s, 5", o)
St

h
+6S(S/a {7 S;h) 6V(S’ {a Sth)

o0
X/ do pp(@,¢) D19(q, Lp, s, 5", ®)
St

! o0
+ov(s', ¢, s) G55, 8, sun) dow pp(®,¢)

Sth

X (737,9(61, {pos, s’ @)+ Do 1o(q, Lp. s, s, w)))}

(B.90)
where
1
Dn(q,Cp,8,8) = —i——
P €5 —4q%
7, ¢ 7, , 8,8
8 n(q,zs,S) _ n(cpzs s") ’ B.91)
q ;2
withn =6,7,8,9, 10, and
D7.9(q, Lp, 5. 8", ) =2D1(q, Lp, 5, 8", ®)
_3D9(q1 ;pa S, S/, (l)), (B92)
DQ,lO(qa é‘pv S? S’y Cl)) - 67-)9(% é‘pa S, S/a C())
_3D10(Q1 {pssvs/vw)' (B93)
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The explicit expressions of Dg, D7 and Dg, are

1 1
fdééz(l—S)zf dv
0 0
o X
[ 3
0 I:Dzh(q,s/’s,U,x,é‘,a),g‘p)+ie]

3 1 1 00
=— d§E(1 — d d
o | gsa—o [av [ "o
5[y = &'+ (1= H9)/6(1 - §)]

(1= v)g2 +ve3 — y +ie]

3 1 1 00
= —— d 1— d d
(4n)2f0 £ 5)/0 ”/o y

O[yel -6 — &' — (1 - 8)s]

DG(‘I, Cpa S’S ) = (47_[)2

X

(B.94)

X

-

[(1 —v)q2+v§§—y+ie]

with

DY(q,s' 5,0, %, 8, 0,0)) = —x +E(1 - §)¢°
—£s' —(1—s>s+vs<1—s>(;,,—q

1-& 1-£—v
D1(q, ¢p, s, s, w) = an )2 / f dv/

/ dt A4(v w) :
0 [D;h(q,s/,s, v,w, & w, ;“p)+ie]

3 1 1-¢& 1-&—v dw
= Ty / “* / d”/ Aa(v, w)
y Aq7(s, 8", w, v, &, w)]
/ dt/ dy

2
— g2 + 182 — y+ie]
(B.95)
with
D;h(Q5S/5S7 va w’tagawa Cp)ZDIa;h(q5S/5S7 v5w755w)

+o(l =)&) — g7,

3 1 1-¢
D ) a9/1 = T d d
wtonror— i [ [

1—&—v 1
X / dw A4 (v, w)/ dt
0 0

1

2
[D;h(q, s'ys,v,w, €, w) + ie]

3 1 1-& 1—E=v  gw
= 2(dn)? / s / d”/ As(v, w)

y As(s, s', o, véw)]
/dt/ dy 5
—0)q*+ 157 —y+ie

(B.96)

In view of the application of the uniqueness theorem for
extracting p,, it is useful to apply an integration by part
while evaluating Dg and Djg. One gets

2 1 1-¢
D ( ) ,S,S/, C!)) == / d / dU
o an? Jy ©J;

/150 (+w)
X dw
A4(v w)
y Aq(s, s, a)véw)]
/ dt/ dy 3
—1)g? +t§2—y+ze]
1-¢ 1—E—v (v + w)
_——(4]_[)2 / d& / dv/ dw —Az(v )

/d[/ dy—f y Aq(s, s, a)véw)]

2 9
—0q*+ 15—y + ie]
(B.97)

and

2 1 1-&
D L) = —— d d
10(4, é‘p,S,S (1)) (47_[)2 A E /(; v

1—-&—v dw 1 oo
[T
0 Ai(v, w) Jo 0

S[y —Ay(s, 5", 0,0, &, w)]

X 3
[(1 —0¢*+12—y+ ie]

1 1 1—& 1-£=v g
T @n)? / o / dv/ A2 (v, w)
y A7(s,s", 0,0, &, w)]
/ dt[ dy

5
—1)q? —l—t{z—y—i—le]
(B.98)

with

A7(s, s, o, v, &, w)
'+ E+wo+(1—§E—v—w):s
- Ag(v, w) ’

Finally, one has

3 1 1—¢
D79(q.¢ ,S,S/,w)=——/ dé/ dv
?5r “4m)?* Jo 0
v+ w

1—6—v 1
X/O dwm[l—z(v—i—w)]/(; dt

%S[y —Ay(s, 5", w, v, &, w)]

x / dy X )
0 [(1 —1)g 12—y + ie]
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and

3 1 1-&
Dg,lO(Qa gp,S,S,,Cl))Z (47_[)2 A dg\/() dU

1-&—v dw 1
— |1 =2 d
<, T | wiw] [la
oo %S[y _-/47('55 S/a , v?é& U)):|

x/ dy
0

[(1 —Dq*+155—y+ ie]2

(B.100)

Before obtaining the integral equation fulfilled by the NWF
Py, it is useful to show that the last two terms in Eq. (B.90)
are equal. As a matter of fact, one can recast the following
term in a different form by reintroducing the fourth Feynman
parameter, i.e.

00 00 1
/ ds / ds'cs(s', ¢, s1,) ov (s, g‘,sth)/ d&
Sth 0 0
1 1 1
x/dv/ dw/ du (v + w)
0 0 0

1-2w+w)
X§(1—u—w—-v-5%) T2 —v—w)?

9 [ 3 vs/+(§+w)a))+us]

X_
dy w+wd—-v—w)

(B.101)

Then, re-naming the following variables: (i) s — s/, (ii)
v — u and (iii) £ — w and (iv) by exploiting the delta
function, one has u + & = 1 — v — w and can write

o0 ) !
/ dS / dS/ &S(Sv §9 Slh) 6V(S/1 é" St/h)/ ds
0 0 0
1 1 1
x/dv[ dw/ du (1 —v—w)
0 0 0

1—2(1 —v—w)
X8(1l—v—&—u—w) 00— w2t w)?

0 us + (w + &)w) + vs’
X —8[ — ]
(I—v—w)(v+ w)

/ ds/ ds' G5(s, 8,50 Gv (s, . W/ de
x/dv/ dw/ du (1 —v—w)
0 0 0

1 -2+ w)
X8(1l—v—&—u—w) 10’0+ )2

ia[ _ vs/+(w+§)w)+”s] 0.E.D.
(I—v—w)(v+w)
(B.102)

dy

After introducing the uniqueness theorem in Eq. (B.90), one
gets for p, (see Eq. (38))
2
°R / > ds
@em?* Jo

O —sh) py (3. 0)

=— lim Zi(, A
A—00 I(C
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00 1
x/(; ds’/o dé {5v(s/,§,st/h)5v(ss§,sth)
x[zsm ~90[yE( -6 — &' — (1 - £)s]
o0 palw, ¢, A) o0
X (1—1—/% dw 7(52—w+i6))+2/s,h dw pp(w, )

-/-1—§d ./-I—E—U dw
X v
0 0 Aq(v, w)

0 /
X <a) 58[)} —A7(s,s", w, v, &, w)]

+8|:y —A7(S,S/,L(), U,%‘,w)])} + 6S(S/,St/h§)
o] 1-¢&
X(_Ts(S,{,Sm)/ dw,OA(a),C)/O
Sth

1-§—v dw a /
o T Ao ]

o0
+265(s". ¢, 57,) GV (S, C, sth) do pp(w, )

Sth

1-¢ l—£—v
/ dv/ dw(v+w)

8y [y A7(s, s, 0,0, &, w)]}

—2(v+w)
Az(v w)

(B.103)
with

Z1(8), = Aliinw Z1(¢, A),

As=@t+w) (1 —1t—w)
A7(s, 8", w, v, &, w)
[vs’—l—(é—i—w)a)—}—(l—é—v—w)s]
As(v, w)

Appendix C: First iteration

This Appendix is devoted to present a first analytic result
obtained by iterating one time the coupled system we have
obtained.

The inputs are given by the zeroth-order NWFs py4, pp
and p, ,i.e.

P (5.0 = py)(5.0) = pV(s.0) =0, (C.104)

Hence, the KL weights of the fermion and photon propagators
(see Egs. (23), (43) and (66)) read

5y (s.0) = 8(s — m* (),
5705, £) = m(2) 8(s — m*(0)),

(s, 2. 8p) = 8(s — £)). (C.105)
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and the renormalization constants become (see Eq. (12))

0 o
S,

th

P (s, 0)

0)
2 —s+ie !

(C.106)

By inserting the tree-level expressions, Eq. (C.104), in Eq.
(68) one obtains the first iteration for py4, viz

3 o0
@<y_sth> p;l)(y,§)=we% /0 da)(S(a)—g’]%)

1 00
x f dg-/ ds' 8(s' — m*(0))
0 0

x [s Oy -6 —s0— (1 -6)5]

_/0]_s dt @[yt(l — 1) —Ew— ts/]:|

_ 36%e
(4m)?

1
/Ods{s o[ye -6 — (1 —em*©) - 2]
1-¢
— dt ©|yt(1 — 1) —tm*) — 2}
/0 t [yt( 1) —tm~(¢) %‘9]

2
3ex

1
= _ 1 2oy g2
—(4n)2{/0 dg & ©[6( — &)y — (1 - Om*(©) - 67

I i
—/ dg/ dt' O —§)
0 0

x @[/(1 B R e g;,%] } (C.107)
Notice that the two theta functions imply also
gy —m*(£) =0, t'y—m*()=0. (C.108)

The second integral is usefully manipulated as follows
1 1
/ dg/ dr O —§&)
0 0
x 011 =1y — (= m@) &2
1 1
= f dt' O[t'y —m* ()] / dt
0 0
x {@(r’ —9O[ra -1y -1 -me) -1}
+0 [ (1 =1y = (1 = @) - €22
x @{z’;g — 1=y —-Q1- t’)mz(;“)]} }
1
:/ dr' Oty —m*(¢)]
0
x {t’ e [t’(l — )y — (1 =tHm*(©¢) - f’Ci]

+t’(1 -1y - (21 —1)m*(¢)
&

x @[z/;g - (:’(1 )y —(1— t/)m2(§)>] } ,
(C.109)

where the two contributions are obtained by exploiting the
two sets of inequalities

Il 4! _ N2
r(l—1)y (21 t)m@)_t’zg,
&
/ 1 AP
o MU=y = A =0mP©)
&

£, (C.110)

Both sets are generated by the constraints on the variable &
in the first line of (C.109).

Recollecting the above results one obtains the following

expression of ,ogl)

3
Oy =) 0.0 = oy ek O~ @)
/1 12y — U+ m Q) + m? (@)
X dt 3
m(©)/y &
x 012y =1+ m @) = ¢ +m*(©)]

(C.111)

The constraints imposed by the theta function on ¢’ can be
obtained from the solutions of the second-order equation,
that read

, 1
I 2y [y‘i‘mz(i)—i,%

i\/[y —m2(§) = §F1* — 4m?(§)¢] ] (C.112)

It is important to notice that both real and complex-
conjugated solutions are allowed, due to the presence of IR-
regulator ;1% in the discriminant. The complex-conjugated
solutions lead to an IR-dependent contribution in ,01(‘\l> that
properly vanishes in the limit £, — 0 matching the constraint
expected from the lhs of Eq. (C.111). Notably, this term
guarantees the continuity of p4 and therefore of the Killén-
Lehman weights, when approaching the physical threshold

y=m*().
The real positive solutions ¢/, are obtained when

Y=y =Im@ + P ory- =[m@) =5, =,
(C.113)
with also y — Cg +m?(¢) > 0. The constraint y > m?(¢) in

Eq. (C.111) excludes y_ and one remains with & [y — (m+

z p)2]. In this case, one can easily show that the real solutions
fulfill

(C.114)
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Therefore
m2
e [ (C) ] [% 1]
y
The discriminant is negative, when
[m@) +¢p)* =y = [m() = &), (C.115)
and ¢’ does not have any constraint, i.e. t' € [m*(¢)/y, 1].

Moreover, taking into account ® [y —m (¢ )] one remains with
[m(¢)+¢ p]2 > y > m?(¢), that generates an IR-dependent
term with no impact for {3 — 0.

In conclusion, ,0/(41) is given by

O (v —sm) p) (. 0) = Oy —m*(©))

3e 2
“amg

(y-m©)’
|

_m2o)
+6|y = m@) + 5] [W
a
t/i|}
2

__ 4 1 ) )
= 2(47_[)2 sz ) Oy —m (C)){ [y [m({)—i—{p]:l

x (v —mz(c))3 1

x [@[[m@) + 5ty

208y = 31" (y + m2()) + 6m> ()t
* 6

—feed)

3
+@[[m(;) +o - y] (y - mz(;“)) } (C.116)
where
2y +2m2(¢) — &2
et = \/ By oy =
() -2
[ ;—p M]’ (C.117)
(y-m@©)

with y > [m(¢) + ;,,] To complete our analysis, let us
consider ()(y - sth) P4 )(y ¢) for ¢, — 0. In particular,
one remains with the following limit

hm

1 27
m, [1-r0eed]= (C.118)

since
{4
FOh &g~ 142 f10,y)

Therefore one gets

. ol 2] (D —
lim |y —m&)+¢p)7 |y (v,8)=0
¢p—0

Jlim oy —m@©+¢,7| =0 €119
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Starting from Eq. (72) and repeating analogous steps one
has for pg)

3
@(y —sm) p};”(y, ) =-— @n2 ex m(¢)

00 1 00
x/ dwa(w—;g)/ dsf ds' 8(s' —m*(0))
0 0 0

3
x O[30 =0 — 0 — (- 6] = = 55 Gm)

1
x fo dg O[y6(1 — &) — £} —m2©) —m*(@)]

3
=~y ek m(C)O[y—[m(§)+;p] ](5+_§_)

32
=~ G ) Oy = Im@) + 5,7

x ;\/[y — (m2() + (P — 4m2(()¢2 (C.120)
with &1 given in Eq. (C.112) after changing ¢ — &. Dif-
ferently from pl(ql)(y, ¢), this time no IR-dependent issue is
present. For completeness, the following relevant limits have
to considered.

hm pB)(y )

y —m?()

- ek m(@) 6]y —m()] ;

 (4n)?

e% m(¢) (C.121)

3
IRCEI R
It should be emphasized that the regularized Bz (¢, A; p),
Eq. (7), obtained from the above p(l) and by taking into
account the limits in Eq. (C.121), shows the expected singular
behavior in both IR and UV regions.

For p,, in Eq. (77), one gets the following first iteration

Jim, P (3, 0) =

2

/ ds 8(s — m2(0))

Oy —sh) o (v, 0) = —(2;)2 A

o
X / ds' 8(s' —
0

x Oyel -8 &5~ (1 - 6)s]| = -

1
m2<;>)/0 dg 26(1 — £)
2 2
Qr)2 °K

1
x [ deea-oo[yea - -nic)] =
0

2 m2
r_omew - an@) (1+29)
y

T 32n)?
2
| a™ @ (C.122)
y
with
2
P (1 + 14" (5)) (C.123)
2 y
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Let us recall that sf;l = 4m2(§). Moreover

2

R
3(2m)?

hm p(l)(y, 0) = (C.124)

and therefore Z §1) is logarithmically divergent, (see Eq. (37)).
The first-order photon self-energy, Eq. (38), is given by

00 @2 —q* py(s.0)
M, 2y _ » v
My t.q )_./;p ds (q* = s +ie) (¢f — s +ie)
2 - > [s+207)]
s(qz—s+ie)(§‘1§—s+ie)

°th

€2 oo
=R / ds
3em)? Jor

LS9

N

1

(C.125)

Notice that the imaginary part of 17;?1)({, g%), when ¢* >
4m?(¢), coincides with the result that can be found in Ref
[89].

Appendix D: Formulas Summary

For the sake of a quick focus on the main formal results
have been obtained in the paper, in this Appendix we list the
initial expressions useful for for a numerical calculations of
KL weights in terms of NWFs.

The three NWFs pa, pp and p,, fulfill the following inte-
gral equations

@(y —Sth> pa(y, §) = (43)2

X/ da)c'ry(w,;',f,,,A)/ dé/ ds’
0 0 0

{6v<s’, Cospp A) [s O(¥6(1 =8 — g0 — (1 - §)5)

e% Ahm Z1(¢, A)

1-¢
—/ dt@(yt(l —1) —5a)—rs/)] +ov(s' ¢, s, A)
0

X[foodspA(sﬁA)C( (& w,5,5 & y)

Sth

+y / ds pats. 8 4 C (.o, 5.5, &, y)}

th

1-& 1—&—1
_ya's(s/’é"st/h,/\)/ dl‘/ dw
0 0

o0
X f ds pg(s, ¢, A)
Sth

M. sA4(t,w) —Ew —ts' — ws
x A [y s+ R ]} (D.126)
3 2
Oy —sm) sy 0 = = 7y ek lim 716, )

o0
></ dw oy (v, ¢, ZP,A)/. dS/ ds’
0 0 0

x {5s(s/, Eosppe ) OyE(1 =) — 0 — (1 = 65|
+as(s’, {,st’h, A)

x[/ ds pal(s, C,A)C (Qw 5.8 €, y)

h

+yf ds pa(s, £, A) CLUC, . 5,5, sw}

Sth

~ / / 1= 1=¢—t
+yov(s', &, sy, A) dt dw
0 0

00
X / ds pp(s, ¢, A)
St

h

, sA4(t,w) —Ew —ts' — ws
x A [y—s—l— R ]} (D.127)
p ek . *
@(y - Sth) py()’, é‘) = (2]1)2 AIH)HOO Zl (;a A)A ds

00 1
Xf dS’/ dg {5v(s’,c,s,’h,/\) ov (s, ¢, S, A)
0 0

x 26(1 = )6 ye(1 = §) — &' — (1 = ©)9)]

o0
“ <1+/ do PA(&L@ )
St (2 — o +ie)
+f do pa(, ¢, A) Cy(s, s’ §, o)
Sth

+255(s', ¢, 51, A) Ov (s, sy A)
00 1-& 1-&—v
X / dow pp(w, ¢, A) / dv/ dw (v+ w)
St 0 0

h

1-2(v+w) 0
7./44(1),11)) @B[y—/h(s s’ w,v,E, w)]}

(D.128)

with A',¢{),,CY% and €, from Egs. (69),(70), (71), (73), (74)
and (78), and the following equations that relate the NWFs
to the KL weights (see Eq. (23))

Di[1- (2 = w)(pa)| = pat@. H)Dr
D} + 72D}
Di[m(@) + (¢ = w)(ps) | + p@, ©) D
kD]

oy(w,¢) =

os(w,¢) =
(D.129)

where w > s;, = (m(¢) + Cp)z, the notation (p4,p) means

o0

_ pA,B(S, §)
(0a,8) =EV. / B0 =s+io

(D.130)

and
Dr = o[ (1 = (> = w)(pa)? = 72P3 (@, O)]
(@) + @ = @) pa)? ~ 7o} @. 0)].

Dy = 20p4(@, O)[1 = &2 = w)(pa)
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+205(@. O)[m@) + =) pp)].  ©.13D
Moreover, one has (see Eq. (43))
1
oy(w, ) = —m
% Py (@,0)
(14 @} = @) )2 + 7203, 0)
(D.132)

with w > ;3.
The fundamental renormalization constant Z, = Zj is
given by

®  pals, g, A)

lim Z5(¢, A) =1+ lim d . (D.133
A—00 28 ) =00 Jg,n S {2—S+i€ ( )
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