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Abstract. The second-order differential equation for the Uehling potential is derived explicitly. The right
side of this differential equation is a linear combination of the two Macdonald’s functions Ko(br) and
K1 (br). This central potential is of great interest in many QED problems, since it describes the lowest
order correction for vacuum polarization in few- and many-electron atoms, ions, muonic and bi-muonic

atoms/ions as well as in other similar systems.

1 Introduction

The main goal of this short communication is to derive
the explicit second-order differential equation for the
Uehling potential [1]. This central potential was intro-
duced by Edwin Albrecht Uehling in 1935 [1] when he
investigated the effect of vacuum polarization which is
produced by a point electric charge. It plays an impor-
tant role in modern Quantum Electrodynamics and
its application to various problems known in atomic,
muon-atomic and nuclear physics. As is well known
(see, e.g., [2-4]) in the lowest-order approximation the
vacuum polarization, which always arises around an
arbitrary (point) electrical charge, is described by the
Uehling potential [1]. For atomic and Coulomb few- and
many-body systems, the Uehling potential [1] generates
a small correction on vacuum polarization which must
be added to the leading contribution from the original
Coulomb potential. The sum of the original Coulomb
and Uehling potentials is represent in the following inte-
gral form [4]

V(r) = @+U( ) = Cie [1+3/100d£(1+222)
xg;—lexp(—%nerf)] (1)

where Qe is the electric charge of the central atomic

nucleus, e is the electric charge of the positron (or anti-

2
: e” o 1
electron), i.e., e > 0, a = £ ~ 137

= is the dimension-
less fine-structure constant (see below), while m, is the
electron mass at rest and r is the electron-nuclear dis-

tance. In this formula and everywhere in this study

#e-mail: alex1975frol@gmail.com (corresponding author)

(unless otherwise specified), we apply the relativistic
units, where & = 1 and ¢ = 1. In these units, the Uehling
potential U(r)(= Uepi(r)) from Eq. (1) is written in the
form

2Q > VE —
Ur) = 37T€Ta / (1 + @) e exp(—?merf)dg
2-1
=2 [T (14 5) o en-2me . (2
where A = 2%‘:0‘ and y = me. Unless otherwise is

specified, everywhere below in this study we shall use
the relativistic units, where 7 = 1,¢ = 1. It is clear
that the factor y r in the exponent must be dimen-
sionless. Therefore, the multiplier ¥ must have dimen-
sion (length)~!. In relativistic units and for electronic
(or atomic) systems the factor y can only be written
in the form y = %€ = A%, where A, = alag ~
3.8615926796-10~ 1! cm is the reduced electron’s Comp-
ton wavelength, while ag is the Bohr (atomic) radius.
As directly follows from here in relativistic units we
have y = 1, while in atomic units for the dimensionless

product y r one finds y r = (A%) r= (X—Z) (#) =

a~t (%) =a!
where h = 1,m., = 1 and e = 1, the dimensionless
product y r in Eq. (2) equals a~! r, since in these units
we have ag = 1.

The central potential U(r) describes the lowest-order
correction on vacuum polarization in few- and many-
electron atoms, ions and muonic atoms. Applications
of the Uehling potential to various atomic and muon-
atomic systems can be found, e.g., in [5-7] (see also
the references mentioned in these papers). This poten-
tial is also of great interest in many other problems

r. In other words, in atomic units,
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where one needs to evaluate the lowest-order vacuum
polarization correction to the cross sections of a num-
ber of QED processes, including the Mott electron scat-
tering, bremsstrahlung, creation and/or annihilation of
the (¢7,e™)—pair in the Coulomb field generated by a
heavy atomic nucleus. Taking into account the impor-
tance of the Uehling potential in a large number of QED
problems we have decided to derive the explicit differ-
ential equation which uniformly produces (as its solu-
tion) the Uehling potential. This differential equation
allows us to understand a very close relation between
the Uehling potential and modified Bessel functions of
the second kind K, (z), which are also called the Mac-
donald’s functions. In turn, by using this relation, one
can easily predict some new properties of the Uehling
potential U(r), Eq. (2). Another important problem
is analytical and numerical calculations of matrix ele-
ments for the Uehling potential. The exact knowledge of
the corresponding differential equation for the Uehling
interaction potential U(r) drastically simplifies these
problems, if one applies integration by parts and other
similar methods.

2 Analytical formula for the Uehling
potential

Note that the formula, Eq. (2), can also be written
in the form of a finite sum [8] (see also [9,10] and
Appendix):

o) = (14 ) )
2
7% Kiy (2yr) — (2 + %) Ki2(2yr)} @)

which contains only the modified Bessel Ky(2yr)(=
Kio(2yr)) function of the second order, or Macdon-
ald’s function(s) [11,12]. The notation Ki,(z) (where
n =0,1,2,...) stands for the successive (or multiple)
integrals of this function defined exactly as in [13], i.e.,
the Ki1(z) and Kio(z) functions are

Ki(z) = /OO Ko(x)dx and

z

Kis(2) = / " Ky (2)dr (4)

The formula for the Uehling potential can also be
written in other different (but equivalent!) forms. For
instance, by using the known relations [13] between the
Ki,(z) functions (or integrals), we can write another
formula for the U(r) potential

U(r) = 2Qex

K0(2yr)—% Ki2(2yr)—% Kig(2yr)|.
(5)

3mr
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However, in this study, we restrict ourselves to the for-
mula, Eq. (3), only. In order to simplify our calculations
below let us introduce the new parameter b = 2y in Eq.
(3), which takes the form

U(r) = 2?820‘ [(1 + 11’—2) Ko(br)
_1% Kiy(br) — (% + %) Kz’z(br)] ., (6)
Ulr) = 1628? {(12+b2) Ko(br)

—bKil(br)—(10+b2) Kz‘z(br)} )

This explicit expression for the Uehling potential is
appropriate and sufficient for our following transforma-
tions required in this study (see below).

3 Derivation of the differential equation for
the Uehling potential

In this Section, we derive the second-order differential
equation for the Uehling potential, i.e., this Section is
the central part of our study. To achieve this goal let
us re-write the Uehling potential U(r) = Uep(r) in the
form (see, e.g., [10]):

U(r) = é[(m + b2) Ko(br) — b Kiy (br)
7(10 + b2) Kz‘g(br)} , (8)

aQe

T and b = 2m..

where in the relativistic units A =
From Eq. (8) one easily finds

U (r)] = A[(u n b2) Ko(br) — b Ki (br)

—(10 + b2) Kig(br)] . 9)

The first-order derivative from this expression in respect
to the r—variable is
d[rU
dru )] dr(r)] = [rU(r)) = A[= (1264 6%) K (br)
02 Ko (br) + (mb + b3) Kil(br)] .
(10)
To obtain this formula we have used the following,

well known relations (see, e.g., [13,14]) for the modi-
fied Bessel functions

dKo(br)
dr -

dKi1 (b’l")

(~D)Ki(r) ,

= (=b)Ko(br) and
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dKia(br)

e (~b)Kia(br) . (11)

From the formula, Eq. (10), we can determine the
second-order derivative in respect to the r—variable

0N — oy

- A[(mb + b3) (bKo(br) + %Kl(br)) — b K (br)
—(1Ob2 + b4) Kz‘o(br)}

- A{ (121)2 + b4) Ko(br)

+E (126 + %) = %] Ko (br)

- (10b2 + b4) Ko(br)}. (12)

To derive this formula we used two (of three) equations
mentioned in Eq. (11) and one additional, well known
relation (see, e.g., [14])

deUz(Z) - (Z)KV(Z) - K, 1(2), (13)

or

ngibr) _ bdK;fo) _ *b(i)KV(br) b, ()

- —(K)Ky(br) — K1 (br), (14)
r
where in our case v = 1. The final formula for the

[rU(r)]
dr2

second-order derivative takes the form

d?[rU(r))

L = U] = Ab {2 b Ko(br)

w1240 -n] K60} ()

It is clear that the last formula can also be re-written
in the form

d2[Uehl (T)] dUehl (T)
dr? 2 dr
—Ab {2 b Ko(br) + % 12+ b2(1 — r)} Kl(br)},

(16)

where we have designated the Uehling potential by the
notation Uep; () which is identical to the potential U (r)
used in the equations above.

The formula, Eq. (16), finally solves the problem,
which has been formulated in the Introduction as the
main goal for this our study. Indeed, the formula, Eq.
(16), (also the formula, Eq. (15)) is the required dif-
ferential equation of the second-order for the Uehling
potential. This differential equation uniformly deter-
mines the Uehling potential. Note that in respect to the
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general theory of ordinary differential equations (see,
e.g., [17]) such an uniform restoration of the solution
of any differential equation of the second-order is possi-
ble, if (and only if) we know the two ‘initial conditions’
for the unknown function and its first-order derivative.
However, in this study we consider a different problem.
Indeed, we derive (or restore) a differential equation for
the Uehling potential from its integral representation,
Eq. (2), which is know a priory. This means that we can
always determine the numerical value of the Uehling
potential U(r) at any radial point r = r, by using the
original formula Eq. (2) and its first-order radial deriva-

tive %7@. For such a derivative, we have to apply the
formula
dU(r) _  4Qeam. /o"(l N L) 21
dr 3rr 1 2¢2 ¢
x exp(—2m.r&)d¢,
(17)

which directly follows from Eq. (2). By performing
accurate numerical integration in the both formulas,
Egs.(2) and (17), one easily obtains the correct ‘initial
conditions’ at any radial point r,.

To conclude this Section, we have to make a remark
about the units used in physical problems related with
the lowest-order correction on vacuum polarization, or
in other words, in all problems where the Uehling poten-
tial appears explicitly. This remark is mainly important
for mathematicians and for all newcomers in the area
of vacuum polarization. As it is mentioned above, all
formulas for the Uehling potential are written in the
relativistic units, where 4 = 1 and ¢ = 1. However, in
a large number of applications, the same formulas are
needed in atomic units, where h=1,m., =1 and e = 1.
Therefore, it is important to know the numerical factors
which are used to re-calculate some fundamental phys-
ical values such as mass, length, time and energy from
relativistic to atomic units. The general philosophy and
basic technique of such a process is well discussed in
[15]. By using the method from [15] one easily obtains
the following formula, Eq. (18), for the Uehling inter-
action energy in atomic units for the electron—nucleus
interaction. Such an interaction is the product of the
electric charge of electron (—e) and Uehling potential
U(r)(= Ueni(r)), Eq. (2). The final formula (in atomic
units) takes the form

2Qa?% [ 1
E = - = 14+ —
Uehl eU(r) 3y /1 ( + 252)

£-1 1
XT exp(—2a~ " r&)dE, (18)

where in atomic units the parameter y in Eq. (2) equals
y = a~ ! (see above). Note that the numerical value of
speed of light in vacuum (in atomic unis) also equals
¢ = a~! exactly, where a &~ 7.2973525693 - 10~3 [16] is
the dimensionless fine-structure constant.
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4 Conclusion

We have derived the differential equation of the second-
order for the Uehling potential (see, Egs.(15) and (16)).
Our derivation is absolutely transparent, explicit (all
intermediate steps are shown in detail) and simple. The
arising second-order differential equation is also rela-
tively simple and this fact drastically simplifies investi-
gations of the newly derived equation and its analyti-
cal and/or numerical solutions. In general, by using the
well-known properties of Macdonald’s functions (see,
e.g., [12]) one can re-write the both our equations, Eqs.
(15) — (16)), into a number of different (but equivalent!)
forms.

Note that the right side of our differential equation,
Egs. (16) (see also Eq. (15)), contains only the two
modified Bessel functions of the second kind (or Mac-
donald’s functions) Ko(br) and Kj(br). This indicates
clearly that there is a very close relation between the
Uehling potential and Macdonald’s functions K, (z) of
the lowest orders and multiple successive (or multiple)
integrals of these functions. Based on this relation we
can investigate and discover some new properties of the
Uehling potential.
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Appendix A On the finite analytical formula
for the Uehling potential

Let us briefly discuss the derivation of the finite analytical
formula for the Uehling potential. This problem has been
considered earlier in [8-10]. The original problem was com-
plicated by wrong statements in dozens of modern QED
books and textbooks (see, e.g., [2-4]) that the ‘closed ana-
lytical expression for the Uehling potential does not exist’
and/or ‘it cannot be derived in a closed form’. In order to
illustrate the fallacy of such statements let us directly obtain
the closed analytical expression for the following integral
I(r)

I(ry=rU(r) = /100 (1 + 2—22) 7'622_1 exp(—2mr&)dE
(A1)

@ Springer

Eur. Phys. J. B (2024) 97:83

which essentially (up to the factor A = 2?%) coincides
with the product of the Uehling potential U(r) and vari-
able r. At the first step we introduce the new variable
¢, where cosh{ = £. In this new variable we can write
d¢ = sinh ¢d¢, /€2 — 1 = sinh ¢ and sinh?® ¢ = cosh? ¢ — 1.
By using these formulas one transforms the integral, Eq.
(A1), to the form

I(r) :/000(1 + 2coih2§) (221;2) exp(—2mr cosh {) d¢

) exp(—2mr cosh ¢) d¢
(A2)
(A3)

o 1 1
- (1 - 2 - 4
0 2cosh“(  2cosh™(

- () - gkn(5 ) - 5K (5)
where Kig(z) = Ko(z) is the Macdonald’s function of zero
order [11], K4, are the successive (or multiple) integrals
of this function defined exactly as in [13] (see also Eq. (4)
in the main text). The notation A, = -~ stands for the
Compton wavelength for the particle with mass m. Finally,
our formula for the integral, Eq. (A3), essentially coincides
with Eq. (6) from the main text.

At the second step of this procedure we have to apply
(twice) the formula, Eq. (11.2.14), from [13]

nKint1(2) = —2Kin(2) + (n — 1) Kin_1(2) + 2Kin_2(2) .
(A4)

In the first case we apply this formula for n = 3, while in
the second case we have to assume that n = 2. This allows
us to reduce the formula, Eq. (A3), to its final form

2

Itr) =7 U(r) = (1 + %) Ko(z) - +5 Kii(2)

_(§ + i) Kis(2) |

6 12 (A5)

where z = f—; This expression essentially coincides with
the formula, Eq. (6), from the main text. An obvious advan-
tage of this formula follows from the fact that this formula
contains only the lowest-order Ko (z) Macdonald’s function
and two lowest-order multiple integrals of this function, i.e.,
the Ki1(z) and Kiz(z) functions. Disadvantage of this for-
mula is also clear, since the coefficients in the front of all
three Ko(z), Ki1(z) and Kiz(z) functions in this equation
are now z-dependent (or r-dependent).
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