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Abstract. A neutron inelastic scattering experiment was performed at the Geel Electron Linear Accelerator
neutron source using an enriched 54Fe sample. The γ rays produced in the reaction were detected using the
Gamma Array for Inelastic Neutron Scattering spectrometer. For each observed transition we determined
the γ-production cross section for incident energies ranging from the inelastic threshold (≈ 1.434 MeV) up
to 18 MeV. Using these primary data we also calculated the cross section of the first excited level and the
total inelastic cross section. Our experimental results are compared with previous reported values, evaluated
nuclear data libraries and theoretical calculations performed with the talys 1.9 code. A careful tuning
of the optical model parameters allowed significant improvements in the description of the experimental
results leading to interesting conclusions regarding the interaction of the 54Fe nucleus with neutrons.

1 Introduction

Inelastic neutron scattering is the predominant slowing-
down mechanism for fast neutrons in a nuclear reactor, di-
rectly connected to the reactor multiplication factor (keff )
and heat production. Because steel is present in large
quantities as a structural material, accurate and precise
experimental data on inelastic neutron scattering by iron
nuclei are required for the evaluated libraries used in the
design of nuclear facilities. During the recent years a major
effort has been underway to provide better experimental
data for improving reliability in criticality safety calcu-
lations for various applications including shipping casks,
radiation dose prediction, reactor operation and shielding.
The required uncertainty is typically below 5%.

Natural iron has four stable isotopes with the following
natural abundances: 56Fe [91.75(11)%], 54Fe [5.85(11)%],
57Fe [2.12(3)%] and 58Fe [0.28(1)%] [1]. The Collabora-
tive International Evaluated Library Organization Pilot
Project (CIELO) [2,3], a subgroup of the Working Party
on International Nuclear Data Evaluation Cooperation
(WPEC) of the Nuclear Energy Agency focuses on the
evaluation of the major isotope, 56Fe [4]. The presence in
the 56Fe cross section of strong scattering resonances with
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deep interference minima enhances the importance of the
minor isotopes as for certain neutron energies the scat-
tering cross section of the minor isotopes dominates. In
addition, the availability of a highly accurate and exten-
sive cross section data set on 54Fe allowed us to perform a
detailed tuning of the theoretical calculations of relevance
for this nuclear region by adjusting some of the parame-
ters of the optical model potential used by the talys 1.9
code.

Our group started the measurement campaign on the
stable isotopes of iron with cross section measurements of
the 56Fe(n,n′γ) reaction [5], followed by the 57Fe(n,n′γ)
reaction [6] and now 54Fe(n,n′γ). The aim of these mea-
surements is to produce precise and reliable data which
will be further evaluated in order to generate nuclear data
libraries. This task proved to be particularly difficult for
the case of 57Fe where the first transition could not be
detected. Consequently, extensive theoretical calculations
were performed for that case in order to complement the
available experimental information. Unlike that situation,
for 54Fe the most important γ transitions were detected
and hence dedicated calculations were done to achieve a
better agreement between the experimental and theoreti-
cal values for the most intense transition.

The Exchange Format (EXFOR) data base [7,8] con-
tains several previous γ-production cross sections, level
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Table 1. Summary of previous experiments of neutron inelastic scattering on 54Fe available in the EXFOR database.

Reference Year En range Method Sample EXFOR

(MeV) entry

Beghian et al. [9] 1955 2.50 γ spectroscopy 67.00% 54Fe 21379

Broder et al. [10] 1962 2.00–3.96 γ spectroscopy natFe 40811

Benjamin et al. [11] 1967 3.00–5.25 γ spectroscopy 97.64% 54Fe 11723

Jönsson et al. [12] 1969 15.00 γ spectroscopy natFe 20164

Breunlich et al. [13] 1971 14.40 γ spectroscopy natFe 21286

Boschung et al. [14] 1971 4.04–5.60 n spectroscopy 97.60% 54Fe 10037

Kinney et al. [15] 1974 5.50–8.50 n spectroscopy 54Fe 10469

Fedorov et al. [16] 1974 2.90 n spectroscopy 92.90% 54Fe 40286

Almén-Ramström et al. [17] 1975 2.50–4.50 n spectroscopy natFe 20788

Mittler et al. [18] 1975 1.40–4.00 γ spectroscopy natFe 10519

Korzh et al. [19] 1975 2.00–3.00 n spectroscopy 89.51% 54Fe 40531

Guenther et al. [20] 1986 1.40–3.60 γ spectroscopy 97.23% 54Fe 13104

Korzh et al. [21] 1987 5.00–7.00 n spectroscopy 89.51% 54Fe 32230

Hicks et al. [22] 2015 2.00–5.00 γ spectroscopy 97.20% 54Fe 14451

and total inelastic cross sections produced for neutron in-
elastic scattering measurements on 54Fe. The number of
experiments is relatively high, but the covered incident en-
ergy range and the number of experimental points is low.
Table 1 displays a summary of previous neutron inelastic
cross section measurements on 54Fe that reported angle-
integrated data. The present measurement is the first one
to provide cross sections in the extended energy range
starting from the inelastic threshold up to 18MeV.

Section 2 of the article presents the experimental setup
and the consistency checks performed in order to confirm
the reliability of the reported data. Section 3 describes the
calculations carried out using the talys 1.9 code: both
with the default input parameters and with the tuned
spherical optical model parameters. Our results are dis-
cussed in sect. 4 in comparison with theoretical calcula-
tions and previous reported results. The sources of un-
certainty are detailed in sect. 4.5. Section 5 is dedicated
to a brief interpretation of the optical model parameters
tuning. Conclusions are given in the last section.

2 Experimental particularities

The experimental setup used for the measurement was
previously described in several articles [5,6,23,24]. It con-
sists of the GELINA (Geel Electron Linear Accelerator)
neutron source [25] coupled with the GAINS (Gamma Ar-
ray for Inelastic Neutron Scattering) spectrometer [26] and
a fission chamber [27] for normalization.

GELINA is a linear electron accelerator operated by
the European Commission, Joint Research Centre (JRC)
in Geel, Belgium. The accelerated electrons hit a de-
pleted uranium target producing strong bremsstrahlung.
The neutrons are then emitted isotropically following the

Fig. 1. Comparison between the neutron fluxes (per unit
lethargy) in the cabins located on FP3 at a distance of 100m
and 200 m.

238U(γ,n) and 238U(γ, f) reactions. They travel through
several flight paths, distributed at various angles and with
lengths in the 10–400m range, up to the measurement
cabins where they interact with the samples. The present
data were measured on the flight path 3, at a distance
of 9967.55 cm from the neutron source, with the GAINS
spectrometer by detecting the γ rays generated by the
neutron inelastic scattering reactions on the 54Fe nuclei.

The GAINS spectrometer consists of 12 high-purity
germanium (HPGe) detectors, placed at 3 different angles
(110◦, 125◦, 150◦), with 4 detectors at each angle and at a
distance of ≈ 17 cm from the sample. The detection angles
were chosen so that the integration procedure of the dif-
ferential cross sections be as precise as possible (cos(110◦)
and cos(150◦) are the nodes of the 4th degree Legendre
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Fig. 2. (a) A γ-ray energy spectrum recorded with one of the HPGe detectors of GAINS. The most intense transitions are
indicated and identified. (b) A zoom around the partially overlapping γ rays of 844.6 keV (54Fe) and 846.8 keV (56Fe).

polynomials). The angle-integrated cross sections were ob-
tained using the Gaussian quadrature method [28] coupled
with a Legendre polynomial series expansion of the cor-
responding differential cross sections. The detectors have
a relative efficiency of ≈ 100% and an energy resolution
around 3 keV for the 1332 keV γ line of 60Co.

The incident neutron flux was monitored using a 235U
fission chamber located at 211.15 cm upstream the sam-
ple. In the measurement cabin the energy-integrated value
of the neutron flux was ≈ 770 neutrons/(cm2·s) and the
beam was collimated to a diameter of 61.00(50)mm. An
important difference between the current measurements
and previous ones ([5,6,23,24,29], etc. . . . ) using GAINS
is the length of the flight path. The setup was moved from
200m to 100m from the neutron source in 2015. This de-
crease in flight path length had an impact on the neu-
tron energy resolution, which is now 3 keV at 1MeV and
80 keV at 10MeV (previously: 1 keV at 1MeV and 35 keV
at 10MeV). On the other hand the neutron flux is in-
creased by almost a factor of three. Figure 1 compares
the neutron flux measured at the two distances. As we
used a 235U fission chamber to monitor the beam, all the
reported cross sections are normalized to the 235U(n, f)
standard cross sect. [30].

The data acquisition system was digital for the HPGe
detectors and analogue for the fission chamber. The sig-

nals from the HPGe detectors were read-out by DC440 Ac-
qiris digitizers running at 420MHz sampling frequency
and with 12 bit amplitude resolution and processed online
producing time-amplitude listfiles.

One of the key issues in this experiment was the pro-
curement of the sample. Due to the very high price of such
a quantity of enriched 54Fe the sample was leased from the
Isotope Office of the Oak Ridge National Laboratory. It
contained 97.68(7)% 54Fe, 2.24(6)% 56Fe, 0.04(1)% 57Fe
and 0.04(1)% 58Fe and had a diameter of 51.00(51)mm, a
mass of 19.494(10) g and a thickness of 1.30(1)mm. The
calculated areal density corresponding to a pure 54Fe sam-
ple was 0.933(18) g/cm2. Due to the smaller diameter of
the sample relative to that of the beam, the uncertainty
in the areal density was increased to 2% (see sect. 4.5).

The data analysis procedure is extensively presented in
refs. [23,31–33]. For each observed transition coming from
the neutron inelastic reaction, displayed in fig. 2, we deter-
mine the differential γ-production cross section (for 110◦,
125◦, 150◦) and then we compute the angle-integrated γ-
production cross sections. The latter are further used to
calculate the level cross sections and the total inelastic
cross section. As they are determined using the produc-
tion cross sections of the observed γ rays, the level cross
section and the total inelastic cross section are limited
by the number of detected γ rays. The limit up to which
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Fig. 3. Comparison between our values for the γ-production
cross section of the first transition in 28Si and the ones reported
in ref. [34].

they are precise is given by the threshold energy of the
first level that decays to the level of interest through a γ
ray undetected by us.

To confirm the reliability of our results a consistency
check was performed by irradiating a natural sample of
silicon for 52 hours. We determined the angle-integrated
γ-production cross section for the first transition in 28Si
(Eγ = 1778.9 keV). This was compared with previous re-
sults from ref. [34] obtained by performing the experiment
at the same facility using a similar setup and data analy-
sis procedure but a 200m flight path. The good agreement
displayed in fig. 3 confirms the confidence in our data anal-
ysis procedure and experimental setup.

3 Theoretical calculations performed using
the TALYS 1.9 code

The experimental results are compared with theoretical
calculations performed using the talys 1.9 code. The code
employs the conventional neutron optical model poten-
tial [35]

U(r, E) = −VV (E)f(r,RV , aV ) − iWV (E)f(r,RV , aV )

+i4aDWD(E)
d
dr

f(r,RD, aD)

+VSO(E)
(

h̄

mπc

)2 1
r

d
dr

f(r,RSO, aSO)l̂ · σ̂

+iWSO(E)
(

h̄

mπc

)2 1
r

d
dr

f(r,RSO, aSO)l̂ · σ̂,

(1)

where the function f is the phenomenological Woods-
Saxon potential with radius R and diffuseness a while VV

and WV are the potential depths. In subscript, V , D and
SO refer to the volume, the surface and the spin-orbit
SO terms, respectively. The proton optical model poten-
tial has a similar form but includes an additional Coulomb
term.

Two calculations are discussed: one using the default
input parameters (labeled talys default) and another us-
ing modified input parameters (labeled talys tuned). The
changes of the default parameters were motivated by the
relatively large discrepancy observed between the exper-
imental and the default theoretical shapes of the cross
sections plotted in figs. 6, 7, 8 and 9. The goal was
to achieve a better theoretical description of the exper-
imental γ-production cross section for the main transition
while keeping the other relevant opened reaction chan-
nels in agreement with the available experimental data.
In this way we ensure that the available reaction strength
is appropriately distributed among all open reaction chan-
nels. The (n,p) reaction channel (Q = +0.085MeV)
starts to be significant around 2MeV and has maxi-
mum cross section values around 500mb for incident en-
ergies in the 4–11MeV range [36–39]. The (n, α) channel
(Q = +0.844MeV) is relevant starting around 5MeV and
has a maximum cross section below 100mb [39–41].

The talys default calculation is straightforward and
can be performed using an input file with only a few sim-
ple keywords. The default optical model potentials are us-
ing the local and global parameterizations of Koning and
Delaroche [42]. The γ-ray strength functions, important
for the characterization of the γ-emission channel, are de-
scribed using the generalized Lorentzian form of Kopecky
and Uhl [43,44] for the E1 transitions and the Brink-Axel
option [45,46] for the others. The level density is calcu-
lated using the Gilbert and Cameron approach [47] via
the constant temperature model for low excitation ener-
gies and the backshifted Fermi gas model, with an energy
dependent parameter accounting for the damped shell ef-
fects proposed by Ignatyuk et al. [48], for higher excitation
energies. The discrete level scheme is taken from the Ref-
erence Input Parameter Library (RIPL-3) data base [49]
and extended using theoretical level densities. In situa-
tions with unknown spins, parities and branching ratios
talys always assigns values based on statistical spin rules.

The talys tuned calculation was performed start-
ing from the default calculation. The best agreement be-
tween the experimental results and the theoretical pre-
dictions was obtained by modifying three parameters of
the spherical optical model. First, the radius (RV ) associ-
ated with the proton volume-central terms was increased
by 1.5%. Further, the diffuseness (aD) of the neutron
surface-central component was decreased by 27% while
the radius (RD) of the same component was increased by
7%. The level density was calculated using a more micro-
scopic approach based on the Hartree-Fock-BCS method
and employing the Skyrme force (MSk7) coupled with a
δ-function pairing force and a phenomenological Wigner
term [50]. These changes had a big impact at low and
intermediary incident energy ranges except for the level
densities which impacted the intermediate and the high
energy regions of the inelastic cross sections. In particular,
the diffuseness and to a somewhat lesser extent the radius
parameter of the neutron surface-derivative term show
considerable impact above 2.5MeV for the 1408.1 keV
transition (see fig. 5).
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Fig. 4. A reduced level scheme of 54Fe adapted from ref. [51]. The observed transitions are displayed with solid arrows while
for the unobserved ones we used dashed lines.

4 Results and discussion

Figure 4 displays a partial level scheme of 54Fe taken from
ref. [51]. We identified 13 transitions corresponding to the
neutron inelastic scattering on 54Fe (indicated by solid
arrows in fig. 4). The five levels displayed with dashed
lines (2900.0, 2949.2, 3437.4, 3793.8 and 3841.0 keV) do
not have associated γ rays detected in the present mea-
surement with the exception of the 2949.2 keV level for
which the 411.4 keV transition was observed but was dif-
ficult to integrate because it was partially overlapping
with the 407.5 keV γ ray coming from the (n,p) reaction.
Therefore, the production cross section of this transition
is not reported. The 2900.0 keV level was observed only
in a 54Fe(e, e′) experiment [52,53] and has no known de-
exciting transitions. We analysed our amplitude spectra
searching for all the decay possibilities of such an ex-
cited level and no suitable peaks were observed. Further,
this level is also not included in the default level scheme
used by talys 1.9. According to our results, the exis-
tence of this level is questionable or it decays through
γ transitions with cross section values below our sensi-
tivity limit (around 10mb). The 3437.4 keV level decays
through two γ rays (487.9 and 899.5 keV), none of them
being observed in the present work. It was only observed
in a 54Fe(3He, γn2p) experiment [54] together with the
3793.8 keV level. The 844.6 keV γ ray de-excites this latter

level and it was observed in our experiment but the cor-
responding peak could not be integrated because it was
on top of a “neutron triangle” (coming from the inelastic
scattering of neutrons on the germanium nuclei) and very
close to the main transitions in 56Fe (Eγ = 846.8 keV) and
27Al (Eγ = 843.6 keV) (see fig. 2 (b)). The last excited
level plotted with a dashed line in fig. 4 has no assigned
spin and parity and decays through a 2432.7 keV γ ray,
which remained unobserved.

For each detected γ ray we determined the correspond-
ing production cross section. Using these values we calcu-
lated the first excited level and the total inelastic cross sec-
tions. When two or more γ rays from the same level were
observed we used the corresponding γ-production cross
sections to calculate the branching ratios of the transi-
tions.

4.1 γ-production cross sections

Figures 6 and 7 display the comparison between our exper-
imental results for the production cross sections of the ob-
served transitions, previous experimental values and the-
oretical calculations performed with the talys 1.9 code.
While the agreement between the experimental results is
mostly good, the one with the talys default theoreti-
cal calculations leaves much to be desired. The values
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Fig. 5. (Color online) The γ-production cross section of the main transition Eγ = 1408.1 keV. The impact of each optical model
parameter (RV , RD, aD, level density model) modification is shown separately as compared with the default calculation and
the experimental results.

predicted by talys default calculations are comparable
with the experimental points but the shapes of the cross
sections are different. The comparison of the experimental
results with the talys tuned predictions reveals a much
better agreement for the first transition and improvements
for the remaining transitions, especially at low neutron en-
ergies.

The production cross section of the first transition is
presented in fig. 6. Resonant shapes are observed both in
our results and in the ones of Guenther et al. [20] at ener-
gies below 3MeV. Above 3MeV, the cross section displays
a somewhat smoother behaviour generated by the overlap
of many resonances in the compound system. The maxi-
mum value is around 800mb and the cross section stays
close to its maximum value over a fairly large neutron-
energy range. The total relative uncertainty is under 5%
for most of the incident energy range. According to the
talys 1.9 calculation this transition represents the major
contributor to the total inelastic cross section (90% of all
inelastic strength).

The production cross sections of the other observed
transitions are displayed in fig. 7. When compared with
the measurement reported in ref. [20], having incident en-
ergies in a limited range (1.4–3.6MeV) and rather high un-
certainties, the agreement is very good. For the 1129.9 keV
γ-production cross section we also plotted the data from

ref. [22] (where the excitation function is reported in arbi-
trary units) in order to show the good agreement between
the shape of the two cross sections.

The comparison between theory and experiment shows
rather poor agreement. In most of the cases talys de-
fault calculation is not able to reproduce neither the shape
nor the absolute values of the experimental results. How-
ever, when tuning the code parameters, the experimen-
tal cross sections near their respective maxima are bet-
ter described, but above 5MeV the predictions are sub-
stantially below the data. In ref. [6] a similar problem
was attributed to the population of compound nucleus
states, a point that is not investigated further here since
it warrants a more systematic approach [55–57]. The re-
ported maximum cross sections displayed in fig. 7 vary
from 300mb down to 20mb with total relative uncertain-
ties below 10% for most of the incident energy range. The
panels (c)-(d), (e)-(f), (g)-(h) and (i)-(j) of fig. 7 display
γ-production cross sections for transitions decaying from
the same level. Their values were used to calculate the
corresponding branching ratios presented in sect. 4.4.

4.2 Level cross section

The level cross section is the probability of leaving the nu-
cleus in a given excited state following the neutron scat-
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Fig. 6. (Color online) (a) The γ-production cross section of the most intense transition in 54Fe and (b) the corresponding total
relative uncertainty. The present experimental results are compared with previous values and talys 1.9 theoretical calculations.

tering, with the feeding from higher levels subtracted. It
was calculated for the first excited state in 54Fe and is
compared in fig. 8 with previously reported results and
with talys calculations. Our values are precise up to an
incident energy from where we do not subtract anymore
the feeding because we did not detect the correspond-
ing transitions. Above those energies our results are only
higher limits of the level cross sections (see fig. 8 where
outside the precision range the experimental results re-
main constant while the theoretical calculations continue
to decrease). The energy limits and the formula used to
calculate the level cross section are displayed in table 2
and are based on nuclear structure information taken from
ref. [51]. The agreement between most of the experimental
results is fairly good. The exception is the data reported
by Mittler et al. [18] for the 1408.2 keV level which has
higher values at incident energies above 2.5MeV. The au-
thors used also γ spectroscopy but on a natural target
(with only 5.85(11)% 54Fe abundance) so it might be that
the achieved statistics for the transitions feeding the level
was rather limited (see the formula from table 2). When
comparing the experimental results with the theoretical
predictions we note, also for this case, that talys tuned
calculation gives better results. This improvement in the
level cross section is the best indicator that the changes
we made to the neutron optical potential are suitable. The
level cross section has maximum values around 800mb and
total relative uncertainties less than 10% in the precision
range.

4.3 Total inelastic cross section

The total neutron inelastic cross section is calculated as a
sum of the production cross sections of all transitions that
feed the ground state. The threshold energy of the first un-
observed transition that feeds the ground state gives the
precision limit. Above this incident energy, our experimen-
tal results are only lower limits of the total inelastic cross
section. The formula used to calculate the total inelastic
cross section is displayed on the first row of table 2 to-
gether with the precision limit. One should note that the
limit is given by the threshold energy of the 4578.5 keV
excited level which decays to the ground state through the
4579.0 keV γ ray undetected by us. This is the case despite
the fact that there are two intermediate levels (2561.3 keV
and 4290.8 keV) which decay to the ground state through
E0 transitions, hence impossible to detect using HPGe
detectors. However, we were able to take into account the
2561.3 keV transition using the observed 1153.1 keV γ ray
(decaying from the same level) and the known 0.17(3)%
branching ratio [58] measured by observing the e+ − e−

internal pairs emitted by the 2561.3 keV, 0+ level [58].
The second E0 transition was neglected when calculat-
ing the total inelastic cross section and the precision limit
mentioned above. This was done because it has no known
branching ratio and it is reasonable to assume that its con-
tribution is very small, among others, due to the relatively
high energy.
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Fig. 7. (Color online) The γ-production cross sections of other transitions in 54Fe observed in the present experiment. The gray
bands correspond to the total uncertainties.
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Table 2. The formulas used to calculate the total inelastic cross section and the 1408.2 keV level cross section and the incident
energies up to which our results are precise.

EL [keV] Formula Limit [keV]

0 (g.s.) σ1408.1(En) + 0.17σ1153.1(En) + σ2959.4(En) + σ3166.0(En) 4664.1

1408.2 σ1408.1(En) − σ1129.9(En) − σ1153.1(En) − σ1550.7(En) − σ1757.6(En) − σ1887.0(En)− 3912.8

−σ1936.5(En) − σ2425.2(En)

0

400

800

1200

2 3 4 5

σ
[m

b]

En [MeV]

EL=1408.2 keV

This work
P.T. Guenther et al. (1986)

P. Boschung et al. (1971)
E. Almen−Ramstrom et al. (1975)

A. Mittler et al. (1975)
I.A. Korzh et al. (1975)
I.A. Korzh et al. (1987)

TALYS default
TALYS tuned

Fig. 8. (Color online) The cross section of the first excited
level in 54Fe. The gray band corresponds to the total uncer-
tainties and the black vertical line displays the upper limit of
our precision range.

Comparing our total inelastic cross section with pre-
vious measurements we note a generally good agreement
(see fig. 9). talys default predicts higher values up to
around 12MeV and lower above this incident energy.
talys tuned is, as expected, in very good agreement with
the experimental results. The comparison between the ex-
perimental results and the evaluated libraries ENDF/B-
VIII.b5 [59] and TENDL-2017 [60] shows higher evalu-
ated values up to around 11MeV and smaller above. The
evaluated data from CENDL-3.1 [61] library has a differ-
ent shape and lie below the experimental results up to
≈ 10MeV. The other evaluated libraries such as JENDL-
4.0 [62], JEFF-3.2 [63] and ROSFOND-2010 [64] are not
displayed in fig. 9 because they are very similar to the
ones already shown.

The total inelastic cross section has a maximum value
of 1.05(5) b at an incident energy of 5.3MeV. The total
relative uncertainties are below 5% up to 10MeV and in-
crease up to around 10% at 18MeV.

The resonant region observed at low energies in the
total inelastic cross section was investigated (as in refs. [5,
23]) in order to understand if the observed structures rep-
resent individual levels in the 55Fe compound nucleus or
only the overlapping of such states. Reference [5] presented
the same study for 56Fe and concluded that in the first few
hundreds keV the observed resonances correspond, at least
partially, to individual states in the 57Fe compound nu-
cleus. In the present study, the number of observed struc-

tures is much smaller than the theoretical level density in
55Fe. We conclude that, even at very low incident energies,
the individual resonances could not be resolved. This dif-
ference is partially due to a higher neutron separation en-
ergy (Sn = 9.3MeV) in 55Fe than in 57Fe (Sn = 7.6MeV),
which translates to higher energy states being populated
in 55Fe, and therefore to a higher level density.

4.4 Branching ratios

In four cases two γ rays decaying from the same level were
detected. For these transitions we calculated the branch-
ing ratios as a ratio of the γ-production cross sections of
the two transitions, for each incident energy. The result-
ing values were further averaged (excluding the discrepant
values) and are compared in table 3 with values taken from
ref. [51]. The agreement is reasonable and our uncertain-
ties are smaller. This gives us additional confidence in the
measured γ-production cross sections while the reported
branching ratios are of importance for the nuclear struc-
ture evaluations of the 54Fe nucleus.

4.5 Uncertainties

Given the high precision we claim, a short discussion on
uncertainties is in order considering that these values rep-
resent a quantitative indication of the data quality. Two
types of uncertainties can be identified: one arising from
statistics and one coming from the measurement tools.
The first one is kept as low as possible by increasing the
measurement time or by rebinning the time-of-flight chan-
nels when needed. Usually, this procedure is performed at
neutron energies where the cross section is structureless.

In the present measurement the uncertainty per chan-
nel coming from the γ-ray yields of each detector, for the
strongest transition, is below 4% up to 8MeV and stays
smaller than 20% for higher incident energies. In the same
energy range this corresponds to less than 1.6% and than
7.6%, respectively, in the integrated cross section when
adding the statistics from all detectors.

For the fission chamber yield we have an associ-
ated uncertainty of 2% from statistics which was further
decreased by a smoothing technique performed with a
double-smooth procedure, each smooth consisting of a 61
channels second-order polynomial fit.

Other sources of uncertainty are displayed in table 4.
As compared to all other previous measurements per-

formed by our group, a special issue in the present ex-
periment was the fact that the 54Fe sample was smaller
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Fig. 9. (Color online) The total neutron inelastic cross section of 54Fe. The gray band represents the total uncertainties and
the black vertical line marks the upper limit of our precision range.

Table 3. The comparison between the branching ratios of
several transitions in 54Fe, calculated using the corresponding
γ-production cross sections, and literature values taken from
ref. [51].

EL Eγ Branching ratio [%]

[keV] [keV] this work ref. [51]

2959.0 2959.4 100 100(5)

1550.7 77(2) 82(5)

3166.0 3166.0 100 100(4)

1757.6 18(1) 23(4)

3294.8 756.6 100 100(5)

1887.0 26(3) 19(5)

3344.8 1936.5 100 100(5)

806.5 68(1) 75(5)

than the neutron beam. The neutron beam diameter was
61.0(5)mm, with the uncertainty determined from the
analysis of the beam profile observed with a neutron cam-
era, and it is significantly smaller than the diameter of

Table 4. Sources of uncertainty and their associated relative
values in the present experiment.

Source Uncertainty [%]

efficiency of the HPGe detectors ≈ 2–4

efficiency of the fission chamber ≈ 2

fission cross section of 235U < 1

areal density of the sample ≈ 2

thickness of the FC deposits < 1

multiple scattering correction factor < 1

the fission chamber deposits. The sample diameter was
51.0(5)mm. This difference in beam-sample dimension
was taken into account when analyzing the data. To ac-
count for any potential irregularities in the shape of the
sample we increased its areal density uncertainty to 2%.

The uncertainties of the detector efficiencies are com-
ing mainly from the activity and the position of the cali-
bration source.

Our reported total relative uncertainty for the produc-
tion cross section of the first transition is below 5% up to
10MeV and less than 8% up to 18MeV (see fig. 6). For
the other γ-production cross sections the uncertainties are
around 10% for most of the incident energy range.
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Table 5. Values of the three optical model parameters modified in the present work in order to improve the agreement with
the measured cross sections. The usual range of values compiled in ref. [65] is also shown for comparison.

Parameter talys default talys tuned Parameter range as in ref. [65]

RV 1.197 1.215 1.090–1.322

aD 0.536 0.390 0.255–1.000

RD 1.278 1.380 1.050–1.300

5 Interpretation of the theoretical
calculations

Considering the significantly improved agreement between
the theoretical calculation and the experimental data
achieved through the parameters tuning described in
sect. 3, we will dedicate this section to a (partial) interpre-
tation of the optical model parameter modifications. We
emphasize that during the modifications all the parame-
ters were kept within physical limits [65] (see table 5). Fig-
ure 5 shows how the change of each parameter impacted
the γ-production cross section of the first transition in
54Fe.

The parameter tuning procedure started by trying to
improve the theoretical prediction for the 54Fe(n,p)54Mn
channel which is a well known dosimeter reaction with
evaluated data available in the IRDFF (International Re-
actor Dosimetry and Fusion File) data base [66,67] (see
fig. 10(c)). As expected, by increasing the RV for protons
by 1.5% the (n,p) reaction cross section increased in the
incident energy range from the (n,p) reaction threshold up
to around 13MeV. At the same time the (n,n′) and the
(n, α) reaction cross sections decreased keeping the total
cross section constant.

The decrease of the diffuseness aD of the surface-
central neutron optical model potential by 27% resulted
in a decrease of all the relevant non-elastic cross sections,
while the elastic one increased in the intermediary inci-
dent energy range. This behaviour is not surprising con-
sidering that this modification lowered the contribution
of the surface-central term to the total potential, hence,
generating a decrease of the absorbed incident flux. At the
same time, a smaller diffuseness value can be interpreted
as making the target nucleus more rigid against the inci-
dent flux. This increased rigidity generates a larger contri-
bution of the shape elastic (reflexion) part of the optical
model potential which results in higher values of the elas-
tic cross section (as observed in fig. 10(b)). The small de-
crease of the elastic cross section below En = 3MeV can
be explained by the smaller absorbed incident flux and
by taking under consideration that the compound elastic
component is significant in this incident energy range.

An interesting behaviour was observed when increas-
ing the radius RD of the surface-central component of the
neutron optical model potential by 7%. This decreased
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Fig. 10. (Color online) Relevant reaction channels open when
incident neutrons with En < 20 MeV interact with a 54Fe tar-
get nucleus.
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the inelastic cross section for low incident energies (up to
3MeV) and increased it for higher energies. All the other
relevant cross sections were increased by this modification.

From figs. 6 and 7(a), (b), one can see that the pa-
rameter changes generated considerable improvements in
describing the experimental data in the entire incident
energy range. However, this is not the case for the tran-
sitions decaying from excited levels with energies higher
than 2959.0 keV (see fig. 7(c)–(l)), where only the small
incident energy region (peak height) is improved but not
the tail. This severe underestimation indicates missing
feeding from higher-lying levels. Even though the talys

tuned calculation greatly improved the agreement for the
most intense transitions, the changes between tuned and
default are too small to explain the remaining difference
and, therefore, optical model potential and/or level den-
sities are not the main cause of these discrepancies. This
might be caused by the fact that talys wrongly predicts
the initial population and decay of the compound nucleus
levels. As mentioned, this was also the case in our previous
study which reported neutron inelastic cross sections on
57Fe [6]. Finally, nuclear structure could also be a reason
for example if decays along collective bands by E2 tran-
sitions are preferred rather than statistical E1 transitions
only.

Figure 10 shows that the present tuning of the optical
model parameters was done under the constraint of keep-
ing the total, the elastic and the most relevant reaction
cross sections ((n,p) and (n, α)) within the limits given by
the experimental results [36–41,68–74]. Indeed, the talys

tuned values describe much better (as compared to talys

default) the available experimental results for the (n,p)
and (n, α) reaction channels.

The authors of ref. [75] measured the emitted neu-
trons following the neutron elastic and inelastic scatter-
ing on 54Fe and determined their angular distributions
for the 2–6MeV incident energy range. Even though they
show that the talys default calculation gives good re-
sults in reproducing the experimental values (especially
the elastic cross section), some discrepancies associated to
the inelastic channel were observed at higher energies. In
consequence, the authors performed modifications of the
talys default parameters in order to improve the agree-
ment with the experimental data. Reference [75] states
that when adjusting optical potential parameters (such as
RV , RD, aD . . . ) a good description of the inelastic cross
sections was not possible without harming the elastic one.
Consequently, they chose to modify the DWBA deforma-
tion parameter β2. A substantial modification (25–50%) of
β2 was needed to properly describe the inelastic channel
above 5MeV incident energy.

Our data, as the angular distributions from ref. [75],
display a larger disagreement relative to the talys default
calculations above En = 5MeV. Both our talys tuned
calculation and the one presented in ref. [75] required an
increase of the surface absorption region in order to im-
prove the agreement in this energy range. We implemented
this by directly increasing the radius of the surface-central
term of the neutron optical model potential, while Vanhoy

et al. [75] raised the deformation parameter. This is sup-
ported to some extent by the arguments given in ref. [75]
(and references therein) where it is stated that 54Fe dis-
plays a relatively strong collective behaviour so that a
coupled channels calculation may be needed instead of a
simple spherical optical model potential in order to better
describe the larger deformation induced by higher energy
incident neutrons.

Also, nucleon scattering in the iron region was pre-
viously described using a dispersive coupled-channels
optical-model (DCCOM) [76], [77] or with l-dependent op-
tical model parametrisations [78]. The DCCOM approach
does not seem to describe well the neutron total cross
section of natFe bellow 4MeV [79]. Figure 10 shows that
the 54Fe total cross section is in better agreement with
our talys calculation (which does not employ coupled-
channels) although this prediction seems to be similar to
the DCCOM results for natFe.

6 Conclusions

The present experiment measured the production cross
sections of thirteen γ rays emitted in the 54Fe(n,n′γ)54Fe
reaction. Our experimental results were compared with
previous reported values and with theoretical calculations
performed with the talys 1.9 code. The level cross sec-
tions and the total inelastic cross section were determined
using the γ-production cross sections. Up to 10MeV in-
cident neutron energy, the total relative uncertainty for
the strongest transition is less than 5% and increases up
to 8% at 18MeV. The other reported γ-production cross
sections have total relative uncertainties less than 10% for
most of the incident energy range. For the cases where
more than one transition was decaying from a given level
we calculated the corresponding branching ratios and the
experimental results were compared with evaluated val-
ues.

The relatively poor agreement between our experimen-
tal data and the values predicted by a default talys calcu-
lation motivated the dedicated calculation labeled talys

tuned. A significantly improved agreement between the
theoretical and the experimental cross sections is obtained
by increasing the radius associated to the proton volume-
central term and by increasing the radius and decreasing
the diffuseness of the neutron surface-central component
term. The use of a more microscopic approach when cal-
culating the level density also improved this agreement.
The parameter modification we employed in order to bet-
ter describe the experimental data (both our inelastic and
other channels) has the significance of an increase of the
surface absorption region and the rigidity of the 54Fe nu-
cleus when interacting with neutrons.

This is the first experimental data set on 54Fe that cov-
ers an extended energy range (from the inelastic threshold
and up to 18MeV) while having such small uncertainty
values.
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