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Abstract. Commonly applied electrochemical methods for the anal-
ysis and diagnosis of the processes in and state of electrochemical
cells, such as Electrochemical Impedance Spectroscopy and Current
Interrupt analysis, are either limited to linear analysis or the signal is
quite unspecific which hampers to extract significant and precise non-
linear information. We present a systematic insight into how significant
information can be extracted from a promising alternative nonlin-
ear dynamic electrochemical analysis technique, Nonlinear Frequency
Response Analysis. Further, we present a fundamental and in-depth
study of impact of processes at electrodes on nonlinear behavior. Model
based analysis of a reaction process with Butler-Volmer kinetics and of
a diffusion process are thereby used to understand and interpret the
excitation of higher harmonics. A reaction with a symmetric current
potential relation thereby causes an excitation of the third harmonic,
whereas for the diffusion process the second and third harmonic are
excited. Nonlinearities caused by diffusion are limited to low frequen-
cies. Further, parameter variations of exchange current density, double
layer capacitance and diffusion coefficient as well as variation of the
input signal show that the symmetry of the nonlinear behavior between
current and potential is responsible for the excitation of the second
and third harmonic. The tangent method is presented as a suitable
method to quantitatively evaluate and compare influences of each pro-
cess and parameter on spectrum features and the related characteristic
frequency range. The work thus serves as a guideline for using and
interpreting nonlinear frequency response spectra.

1 Introduction

Safety and performance of electrochemical technologies, such as batteries, electroly-
sers and fuel cells is essential to accelerate the change towards green and renewable
energies and towards sustainable production of chemicals via power-to-x. To fulfil
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this ambitious goal, exact characterization of processes within the previously men-
tioned cells and their electrodes is needed. Dynamic electrochemical analysis offers
the advantage to separate slow from fast processes, and thus an in-depth study and
more information of single processes, compared to steady state techniques such as
Tafel slope interpretation. It is thus frequently applied in electrochemistry [3,18].
Currently, one of the most popular dynamic electrochemical analysis and state diag-
nosis methods is EIS. This analysis technique is limited to a linear excitation of the
investigated system.

Nevertheless, processes within electrochemical cells such as the electrochemical
reaction are nonlinear processes [16,27] and can show complex nonlinear behavior,
i.e. spontaneous oscillation of current or potential [15] and if EIS is applied, not all
useful information can be accessed [8]. In this case, characterization of processes would
benefit from a nonlinear dynamic measurement method, such as Nonlinear Frequency
Response Analysis (NFRA). Here, higher harmonics accessed by a sinusoidal deflec-
tion with a large amplitude are used for process identification and characterization
[24]. Other nonlinear techniques are Cyclovoltammetry (CV) and Chronoamperom-
etry (CA) or -potentiometry (CP). CV is usually employed for in-depth study of
reaction and sorption processes at single electrodes or for material characterization
regarding performance, active area and stability [9,25]. It thus often focuses on sur-
face processes studied on plain electrodes in solutions, but it is seldomly applied to
full cells, as transport processes make signal interpretation difficult [6,9]. Also CA
or CP are frequently applied for material characterization and kinetic studies. The
method is also applied to full cells, e.g. as Current Interrupt (CI) analysis for deter-
mining Ohmic resistance in fuel cells or batteries [5,26], or to study the interaction of
reaction, sorption and transport processes at electrode or cell level [3,17]. Dynamic
electrochemical methods may be coupled with physical or chemical methods, e.g.
as done in Differential Electrochemical Mass Spectroscopy (DEMS) [2,19]. However,
CV, CA and CP are less suitable or accurate for separating and separate analysis
of fast and slow processes. Here, frequency response analysis as in Electrochemical
Impedance Spectroscopy (EIS) and Nonlinear Frequency Response Analysis (NFRA)
has its advantages, as the results are given over a wide frequency range from mHz to
MHz.

NFRA has been applied to study the nonlinear behavior of ferrocyanide oxidation
using a mathematical model [28] and measurements [29]. An additional implemen-
tation of NFRA to access nonlinearities in impedance spectra, and further to sense
and determine reaction kinetics in an electrochemical cell was investigated by Kiel
et al. [14]. Later research focuses on the application of NFRA to electrochemical
methanol oxidation using Volterra series. They found that the linear output (EIS)
does not contain sufficient information to discriminate between different kinetic mod-
els, but NFRA however does [4]. Kadyk et al. further investigated the CO poisoning
and dehydration within a PEM fuel cell, using experiments and simulations. The
model approach is again based on a Volterra series. They thereby found that CO
poisoning can be detected with NFRA due to a change in the second order response,
but not with conventional methods such as EIS [11–13]. Additionally, NFRA was
used to identify reaction kinetics of methanol oxidation [22] and oxygen reduction
[21] in model based and experimental studies on fuel cells and further for state esti-
mation as well as methanol concentration sensing of a fuel cell [20]. A further study
of the excitation higher harmonic voltage responses was investigated by Wilson et
al., on solid oxide fuel cells, thereby showing that higher harmonic voltage responses
contain specific resonant features [30]. In the field of Lithium-ion batteries, Harting
et al. were the first to show the experimental application of NFRA and to use it to
discriminate between different processes in cells [8] and between different degradation
processes [7]. Further research focused on an application of NFRA on a pseudo-two-
dimensional battery model to enhance the interpretation of NFR spectra [31] and a



Dynamical Aspects of Mean Field Theories for Electrolytes and Applications 2619

base case study to explore the effect of kinetic, mass-transport and thermodynamic
parameters on the harmonics response [23].

The previous analyses focused on optimal usage of NFRA for a given applica-
tion, e.g. how to correlate a spectrum feature to a certain process or variable in a
complex system. In general, despite the obvious advantages, very few groups use this
technique, and the method has not yet entered electrochemical textbooks, nor is it
widely known. Whereas several of the leading laboratory EIS measurement device
suppliers nowadays feature this technology as a free option, researchers may be dis-
couraged by the yet difficult interpretation of the observed features in the spectra. A
systematic fundamental analysis of single processes and their impact on NFR spectra
is missing, which prevents wide-spread application of this promising, advanced, but
yet not well understood characterization technique. Such a systematic and generic, i.e.
application-independent analysis will deliver a sound knowledge base and guideline
which experts and newcomers can use for their application specific analyses.

Within this research, we aim to deliver such a basic guideline to enhance interpre-
tation and usage of NFRA via illustrating the nonlinearity using simple fundamental
models. The effect of fundamental processes in electrochemical cells on NFR spectra
is first analyzed using a most basic electrochemical reaction. Subsequently, the often
encountered limited reactant availability, due to slow diffusion, is analyzed, and their
impact on NFR is shown. Then the interaction of both processes is studied. In addi-
tion, analysis of sensitivity of the spectra to electrode parameters gives the reader an
idea on how parameters and their changes, e.g. due to ageing, impact the spectra.
In detail, a variation of characteristic parameters, such as double layer capacitance,
excitation amplitude and exchange current density, is conducted.

2 Method

In contrast to the commonly applied EIS, the electrochemical cell is nonlinearly
excited for NFRA to access higher harmonic responses. The fundamental working
principle of NFRA is schematically shown in Figure 1.

A sinusoidal current with high AC excitation amplitude is applied to the electro-
chemical cell or electrode. The dynamic output signal of the voltage to the current
input with frequency f1 contains besides a sinusoidal voltage response with ampli-
tude Y1 with the inlet frequency f1 also sinusoidal voltage responses of amplitude
Yn with n times the input frequency f(Yn) = n · f1. To extract and analyze these
higher frequency responses from the output voltage signal, it is transferred from the
time domain to the frequency domain via a fast Fourier transformation (FFT). This
allows to display higher frequency responses Yn as a function of the input frequency
f0, as shown as an example for the discrete Fourier-transformation in equation (1)

Yn = |2
z

z−1∑
j=0

vj [cos(2πf0nj)− i sin(2πf0nj)] | = |
2

z

z−1∑
j=0

vje
−i2πf0nj |, (1)

with z as the number of sample points, vj as the calculated discrete output volt-
age of the model in the time domain and n as the numerator for higher harmonic
voltage responses. The amplitudes of these higher frequency responses, the so called
higher harmonics Yn, are further used for process characterization. Additional in-
depth descriptions of the method are found in our previous publications [7,8,11,31].
Please note that there are also other options to analyze the nonlinear frequency
response, e.g. via Volterra series, which also yield phase shifts. However, we here use
an approach based on the widely applied method of total harmonic distortion, which
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Fig. 1. Schematic illustration of the working principle of NFRA.

analyses only the amplitude [22]. It should be noted, that in contrast to total har-
monic distortion or also electrochemical impedance spectroscopy, we do not normalize
the voltage response. This allows electrochemists to better practically interpret the
response signal. Within this research, the second Y2 and third Y3 individual harmonics
as well as the root mean square of the first two harmonics Yrms shown in equation (2),
are used

Yrms =

√√√√√ 3∑
i=2

Y 2
n

2
. (2)

We use the root mean square (rms) instead of the sum of all higher harmonics,
or the square root of the squares of the higher harmonics, which we used in past
work [7,8,31], because the rms is a well known measure in metrology and electrical
engineering, also for total harmonic distortion [22], and it gives a sound mean value
of overall nonlinearity of a system. As the rms requires division by the number of
higher harmonics, comparability of rms values will be only given if the same number
of higher harmonics is used. As explained in the following, we recommend Y2 and Y3.
The amplitudes are chosen so that nonlinear responses for Y2 and Y3 are visible, but
all further higher harmonics, i.e. n > 3 are negligible. This prevents interference of
the signals [29]. Please note that, if the excitation signal contains nonlinearities, all
harmonics can be influenced. Further, 20 continuous sinusoidal cycles are calculated
in this study and the data is extracted from the last cycle to guarantee the dynamic
equilibrium of the system. We used the function fft implemented in Matlab to extract
the amplitude.

2.1 Tangent method

Changes of parameters can significantly influence NFR spectra. Therefore, we want
to introduce a method which can be generally applicable to gather and compare
characteristic values of the spectra. In our case, this method is the tangent method.

The tangent method is a standard technique in control engineering for identifica-
tion and analysis of dynamic systems. Control parameters, respectively characteristic
values, of the system are gained using the tangent method. Characteristic time periods
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Fig. 2. Tangent method for simulated Yrms with the reference case simulation parameters
from Table 1.

of the control system are identified with this method. As the shape of a NFR spec-
trum resembles the typical shape of a step response of a dynamic control system, the
tangent method is applied in this study for the characterization of NFR spectra. The
tangent method is used for each suitable simulation for the calculation of characteris-
tic parameters of NFRA, shown in Figures 11, 12 and 13. Thereby, the characteristic
frequencies fmax, fmin and the turning point TP, which identify and separate specific
regions in the NFRA, are recorded, as shown in Figure 2.

3 Mathematical modeling

Focus of this research is laid on the understanding of the excitation of higher harmon-
ics. Therefore, a reaction process according to Butler-Volmer kinetics and a diffusion
process according to Fick’s law are investigated in a model based approach. For the
sake of simplicity, we ignore further mass transport processes, such as migration, con-
vection and electro-osmotic drag, heat transport as well as complex surface processes
and adsorption or desorption.

All functions used within this work are embedded in Matlab, the spatial discretiza-
tion of the partial differential equations used for simulating diffusion is implemented
with a finite volume approach, and time derivatives are solved with an ode-solver. A
spatial discretization is chosen that is sufficiently fine to guarantee a mesh indepen-
dent solution. Computation time was typically below 15 min. A base case parameter
set is provided in Table 1, with the initial concentration of reactant A cA,0, the
specific surface area as. Further, reference values for double layer capacitance CDL,0,
exchange current density i0,0, symmetry factor α, diffusion coefficient D0, AC current
density IAC,0, thickness d as well as ambient temperature T are used in this study.

Since this model based study targets to explain the fundamentals of the excitation
of higher harmonic voltage responses, a one step redox reaction is assumed as a base
case scenario:

A 
 A+ + e−. (3)

An unlimited reservoir for A+ and a constant activity of 1 are assumed. The reservoir
of A on the other hand is limited. A change of its activity aA leads to a change of the
open circuit potential of the system ∆φ0, implemented via a Nernst-approach, given
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Table 1. Simulation parameters.

Parameters Value Unit

cA,0 1.5 × 104 mol m−3

as 1.5 × 105 m−1

CDL,0 0.2 F m−2

i0,0 10 A m−2

α 0.5 –
D0 1.0 × 10−12 m2 s−1

IAC,0 400 A m−2

d 50.0 × 10−6 m
T 300 K

in equation (4). This activity dependence of the potential is measured to a neutral
reference and for the simple priorly described redox reaction it can be expressed as
follows:

∆φ0 = ∆φ00 +
RT

F
ln

1

aA
, (4)

with the standard potential ∆φ00, Faraday constant F, ideal gas constant R and
temperature T . The activity aA can be expressed by the corresponding concentration
cA and its standard equilibrium concentration cA,0, if an ideal system with an activity
coefficient of one is investigated, as shown in the following:

aA =
cA
cA,0

, (5)

with

∆φ0 = ∆φ00 +
RT

F
ln

1
cA
cA,0

. (6)

The priorly described one step reaction, shown in equation (3), can be modeled via a
Butler-Volmer equation, which, according to Bard et al. [3], further can be expressed
as follows, including the already made assumptions:

jf = asi0

(
cA
cA,0

exp

(
α
ηF

RT

)
− exp

(
−(1− α)

ηF

RT

))
, (7)

with the Faradaic volumetric reaction current jf, specific surface area of the electrode
as, exchange current density i0 and overpotential η.

The overpotential η used in the previous equation is defined as:

η = ∆φ−∆φ0, (8)

with the potential gradient across the interface ∆φ.
Additionally to the ion generation rate due to Butler-Volmer kinetics, a total

volumetric current jtot leaves or enters the interface, resulting in the charge balance:

as · CDL
∂∆φ

∂t
= jtot − jf, (9)
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Fig. 3. Schematic illustration of the implemented spherical diffusion and planar diffusion of
species A to the electrochemically active surface (blue), where the reaction jf takes place.

with the electric double layer capacitance CDL. The current per electrode volume
jtot, thereby equals the externally applied sinusoidal current per geometric area of
electrode per electrode thickness d with amplitude IAC, as shown in the following
equation:

jtot =
IAC

d
sin(2πft). (10)

As species are consumed or produced at the interface, reactant and product species
need to diffuse to or from the interface before or after reaction, respectively. If, a
volumetric current is transferred to a current across an interface, the specific surface
area as is used. Diffusion impacts the concentration at the surface, and by this both,
the overpotential, e.g via a concentration dependent Butler-Volmer curve, i.e, kinetics,
and the open circuit potential via the Nernst equation. Both, open circuit potential
and overpotential impact electrode potential and thus dynamic response of potential
to current.

Typical diffusion processes in cells are planar diffusion, e.g. occurring between the
electrodes in the electrolyte, or spherical diffusion in spherical electrode particles, as
observed in insertion electrodes of batteries, such as Lithium-ion batteries, where the
reduced species is stored and diffuses in the active material particles. Diffusion pro-
cesses are implemented according to Fick’s law. Within this research, we investigate
differences between planar and spherical diffusion, shown in equations (11) and (12),
respectively

∂cA
∂t

=
∂

∂x

(
D
∂cA
∂x

)
, (11)

∂cA
∂t

=
1

r2
∂

∂r

(
Dr2

∂cA
∂r

)
, (12)

with the time t, diffusion coefficient D and spacial coordinates x and r, respectively.
Concerning planar and spherical diffusion, a maximal diffusion length, which corre-
sponds to the thickness d, is set, respectively. In Figure 3, a schematic illustration
of the implemented spherical and planar diffusion with the corresponding diffusion
length d is shown.
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Boundary conditions are provided in the following:

∂c(0)

∂r
=
∂c(0)

∂x
= 0,

∂c(d)

∂r
=
∂c(d)

∂x
=

jf
DasF

. (13)

3.1 Model for impact of reaction process

In a first step, focus is laid on an investigation of the reaction process and the non-
linear response of ∆φ. For this purpose, influences of concentration changes are fully
neglected. Therefore cA is assumed to be constant and the previously derived and
described equations can be simplified as follows.

For the Nernst-equation, shown in equation (4), a constant concentration cA leads
to a constant open circuit potential ∆φ0:

∆φ0 = ∆φ00 = constant. (14)

Additionally within the Butler-Volmer equation, shown in (7) the priorly concentra-
tion dependent forward reaction can be simplified to a concentration independent
reaction:

jf = asi0

(
exp

(
α
ηF

RT

)
− exp

(
−(1− α)

ηF

RT

))
. (15)

All other equations remain valid without simplifications.

3.2 Model for impact of diffusion process

In a second step, we aim to understand in-depth the excitation of higher harmonics
due to diffusion. We use the model as it was derived in Section 3, without further
simplifications. However, to isolate the influence of the diffusion process, at this point,
we neglect the effect of reaction via Butler-Volmer kinetics, i.e. η on the nonlinear
response and analyze the higher harmonic voltage response of ∆φ0. While we analyze
both, spherical and planar diffusion, we define spherical diffusion as the reference
scenario.

3.3 Model for impact of coupled processes

In a last step, the interaction and coupling of reaction and spherical diffusion are
investigated as they are inevitably coupled in electrochemical systems. Also, the dif-
fusion impact on η will be elucidated. Here, the complete model, derived in Section 3,
without further simplifications is used.

4 Results and discussion

In-depth understanding of the excitation of higher harmonics is generated and dis-
cussed within this research. For this purpose, the root mean square Yrms, calculated
with the first two higher harmonics Y2−3 as well as individual harmonics Y2 and Y3
are investigated, as previously stated; impedance spectra, calculated with small exci-
tation amplitude, are provided where helpful for the discussion. First, the reaction
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process is analyzed, then different diffusion processes are investigated followed by a
coupling of reaction and diffusion. To quantitatively evaluate and compare the spectra
characteristic, parameter specific information gathered from the tangent method are
shown and discussed. The tangent method is described in Figure 2 in Section 2.1. We
are aware that multiple possibilities to quantify changes in spectra exist. Neverthe-
less, in our opinion, the tangent method is a suitable method to gather characteristic
frequencies and intensities of these spectra and evaluate changes in the symmetry.

4.1 Impact of reaction

In this first section, we aim to systematically and thoroughly characterize the pri-
orly described reaction process. Therefore the general model from Section 3 with
the simplification from Section 3.1 is used. In Figure 4, simulations with the base
case parameter set given in Table 1 and a variation of the AC excitation amplitude
between 0.5 IAC,0 and 2.0 IAC,0 are shown. If not mentioned otherwise, the base
case parameters are chosen for simulation. The NFR spectrum with an excitation
amplitude of 1.0 IAC,0 is referred to as reference simulation in the following and is
marked with an asterisk. Additional to NFR simulations, EIS, simulated with an exci-
tation amplitude of 0.1 IAC,0, guaranteeing linear behavior of the system, is provided.
In Figure 4a, three frequency ranges with characteristic nonlinearities are identified
for Yrms, applying the tangent method, described in Section 2.1. The general shape
resembles that of a bode plot of an EIS, its high frequency value being zero and low
frequency value being constant. For high frequencies greater than the characteristic
frequency fmax of 600 Hz (dash-dotted line in Fig. 4a), NFR have negligible intensity.
In the frequency range below 600 Hz up to the second characteristic frequency fmin

of 75 Hz (dashed line in Fig. 4a), NFR increase monotonously. One additional char-
acteristic feature is identified in this frequency range, the turning point (TP) of the
spectrum at 240 Hz (see blue circle in Fig. 4a). The characteristic frequency of the
turning point is marked in each NFR spectrum in the corresponding plot color. For
frequencies smaller than 75 Hz, NFR have an almost constant value of Yrms(fmin).
As fmin and fmax separate the three characteristic frequency regions, we use them
in the following to separate and separately discuss the three regions in-depth. The
three characteristic features, namely fmax, fmin as well as Yrms(fmin), are identified
for each simulated parameter variation concerning the reaction process for the root
mean square Yrms and shown in Figures 11, 12 and 13 at the end of this section. The
change of these characteristic features in dependence of the specific parameter varia-
tions is discussed and concluded on at the end of this section, as well. In Figure 4b,
the individual higher harmonics Y2 and Y3 are analyzed. Hereby, it is highly inter-
esting to notice that only the third harmonic Y3 is excited in the overall frequency
range. The second harmonic Y2, however, is not excited. Thus, it is deduced that one
single electrochemical reaction implemented as previously described only impacts the
third harmonic Y3. Further, the same three characteristic frequency ranges as well as
the same frequencies of the features fmin, fmax and TP, as for Yrms are identified for
the individual higher harmonic Y3. In the additionally provided impedance spectrum,
shown in Figure 4c, a semi circle corresponding to the electrochemical reaction with
a characteristic frequency of 320 Hz, also marked for the NFR spectrum (black line),
can be seen. This is in agreement to the literature [1].

In the following, the focus is laid on a qualitative description and analysis of
the impact of the particular parameters on the NFR spectra, such as the excitation
amplitude.

Increasing the sinusoidal excitation amplitude impacts Yrms, shown in Figure 4a,
as well as the individual higher harmonics, shown in Figure 4b. For the higher
AC excitation of 2.0 IAC,0, fmin, fmax shift towards higher frequencies and
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Fig. 4. Simulated NFR for the reaction model with a variation of the AC excitation ampli-
tude for (a) Yrms, (b) individual harmonics Y2 and Y3 and (c) EIS. The reference case
simulation with parameters from Table 1 is marked with an asterisk. fmin is marked by a
dashed blue line and fmax is marked by a dash-dotted blue line, both for the reference case
simulation.

Yrms(fmin) increases due to higher nonlinearities for the higher excitation amplitude.
The characteristic frequency of TP shifts from 240 Hz for an excitation of 1.0 IAC,0 to
320 Hz for 2.0 IAC,0. If the excitation amplitude is lowered to 0.5 IAC,0, fmin, fmax shift
towards lower frequencies and Yrms(fmin) decreases due to lower nonlinearities. The
characteristic frequency of TP shifts from 240 Hz for an excitation of 1.0 IAC,0 to 180
Hz for 0.5 IAC,0. Therefore, a dependency of the characteristic features of the spectra
on AC excitation amplitude can be deduced from this study for the simple reaction
model. However, amplitude changes excite no novel characteristic features or quali-
tative change in the NFR spectrum. In Figure 4b, the individual higher harmonics
Y2 and Y3 are analyzed for an increased AC amplitude. Increasing the AC excitation
increases the intensity of the third harmonic as well Yrms(fmin) and increases the
characteristic frequencies, as well but does not lead to an excitation of Y2.

Understanding the features of the NFR spectra and their dependence on the single
processes is essential for a sound future interpretation of such spectra. As the best way
to see the impact of single processes is by accelerating or slowing down each process
via changing of its parameters, we conduct a systematic parameter sensitivity study
in the following.

Based on the above given reference NFR simulation at 1.0 IAC,0, parameter vari-
ations, for the double layer capacitance CDL as well as the exchange current density
i0, are shown. Further, the influence of the symmetry factor α is investigated. DC
currents or cell potentials that lead to a reaction and current are frequently used in
EIS research to characterize the cell and processes under operation. Therefore, the
impact of an additional DC current and its impact on NFR spectra is also elucidated.

In Figure 5, the influence of a variation of the double layer capacitance CDL on
Yrms and EIS is shown. With increasing double layer capacitance CDL, the dynamic
answer of the reaction becomes slower and the characteristic frequencies fmin and
fmax shift towards lower frequencies. Overall, this shift is linear, as it can be seen for
the frequency of the turning point. This is similar to EIS simulations. By changing the
double capacitance CDL with one order of magnitude, the frequency of the turning
point also shifts by one order of magnitude.
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Fig. 5. Simulated NFR for the reaction model with a variation of the double layer capac-
itance CDL and AC excitation amplitude for (a) Yrms, (b) individual harmonics Y2 and Y3

and (c) EIS. The reference case simulation with parameters from Table 1 is marked with an
asterisk.

Fig. 6. Simulated NFR for the reaction model with a variation of the exchange current
density i0 for (a) Yrms, (b) individual harmonics Y2 and Y3 and (c) EIS. The reference case
simulation with parameters from Table 1 is marked with an asterisk.

Whereas the double layer capacitance CDL impacts the characteristic frequency
range of the reaction process in the spectra, it does not impact the absolute values at
high and low frequencies. Therefore, Yrms(fmin) stays constant. Concerning individual
harmonics, also here only Y3 is excited. This feature is not affected by a change of
the double layer capacitance CDL. Thus, the previously described changes of the
characteristic features for Yrms are similar for Y3, as only Y3 contributes to Yrms in
this case.

In the following, a variation of the exchange current density i0 and its influence
on nonlinear voltage responses is investigated. The simulation results for Yrms are
shown in Figure 6a. With decreasing exchange current density i0, nonlinear volt-
age responses increase nonlinearly, as well indicated by Yrms(fmin). Further, the
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Fig. 7. Simulated NFR for the reaction model with a variation of the symmetry factor α
for (a) Yrms, (b) individual harmonics Y2 and Y3 and (c) EIS. The reference case simulation
with parameters from Table 1 is marked with an asterisk.

characteristic turning point as well as fmin and fmax move towards lower frequen-
cies. For an increase of the exchange current density i0 this is vice versa. This can
analogously be observed for the impedance in Figure 6c. A shift of the characteristic
frequency towards lower frequencies and a higher impedance in general indicates a
slower process with a higher resistance i.e for a lower exchange current density i0.
Concerning individual harmonics, again, only the third harmonic Y3 is excited and
therefore changes of the characteristic feature of Y3 are again, similar to Yrms. Overall,
the information accessed by NFRA and EIS for a variation of the exchange current
density i0 is comparable.

In the following, the influence of the symmetry of the electrochemical reaction on
NFRA by a variation of the symmetry factor α is investigated. In general, decreasing
and increasing the symmetry factor by a certain value with reference to 0.5 will lead
to the same excitation of higher harmonics as shown in the Appendix A for α = 0.4
and α = 0.6. Therefore, focus is laid on decreasing of the symmetry factor α. A
decreasing symmetry factor α leads to higher nonlinear voltage responses, as shown
in Figure 7a by an increased Yrms(fmin). In combination with the simulation in the
Appendix A it can be concluded that not the absolute value of α determines the
excitation of higher harmonics but its deviation from 0.5.

An investigation of the individual harmonics Y2 and Y3 shows that voltage
responses of the third harmonic Y3 are barely affected by a change of the symmetry
factor, but as soon as the reaction becomes asymmetrical for α 6= 0.5, Y2 is excited. It
has a similar curve shape with a constant but alpha-dependent value Y2(fmin) at low
frequencies and a smooth decrease to zero at higher frequencies greater than fmax.
This characteristic information cannot be accessed by EIS, shown in Figure 7c, where
a decreasing symmetry factor α only leads to a minorly increased semi-circle corre-
sponding to an increased linear output as for a priorly observed decreased exchange
current density i0. The excitation of Y2 further causes the turning point of Yrms and
the characteristic frequencies to move to higher frequencies, if α is smaller than 0.4.

For a variation of the symmetry factor α, a significant advantage of NFRA com-
pared to conventional EIS can be observed, a symmetry change causes a specific
excitation of the second harmonic Y2. This phenomenon is further investigated in the
following.
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Fig. 8. Butler-Volmer kinetics for (a) variation of symmetry factor α and (b) exchange
current density i0 with reference values according Table 1. The reference case is marked
with an asterisk.

In Figure 8a, the change of the current voltage relation according to the
Butler-Volmer equation due to a change of α is shown. Additionally, the maximal
overpotentials ∆η which are excited for the reference case and for α = 0.5 are shown.
For a perfectly symmetric reaction, with α = 0.5, only Y3 is excited and η changes
symmetrically around 0. If α is decreased, the corresponding curve changes its char-
acteristic progression and becomes asymmetrical, as shown in Figure 8a. The slope
increases on the left hand side of the y-axis and decreases on the corresponding right
hand side. This causes a shift of the mean overpotentials and ∆η to the right for a
decreased α, thereby leading to an excitation of Y2. This unique feature of NFRA sug-
gests that NFRA might also allow to determine α without recording current voltage
curves.

In Figure 8b, the change of the current voltage relation according to the Butler-
Volmer equation for a change of the exchange current density i0 is shown for
comparison. Again, maximal overpotentials ∆η for the reference case and the devi-
ation from it are shown. With increasing i0, the slope of the plotted curve becomes
steeper. Both, curve and ∆η stay symmetrical to the potential of 0, making a change
in i0 distinguishable from that of α. Both, oxidation and reduction current, lead to a
smaller ∆η to the higher jf generation. This explains the decrease of impedance and
NFR for a larger exchange current density i0, as shown in Figure 6. If i0 is lowered,
the observed effects are vice versa.

We aim to understand the excitation of the second Y2 and third Y3 harmonic in
general, as it is an important feature of NFR spectra. Usually, a sinusoidal current
(blue curve) is applied to the model, as shown in the following equation.

I = IAC sin(2πft),

with the frequency f . As a result, the full range of the symmetric Butler-Volmer
curve is employed, resulting in positive and negative potentials. If instead only a
partial sinusoidal excitation (yellow curve) is periodically applied to the model, as
shown in the following equation, only one branch of the Butler-Volmer equation is
employed, resulting in a correlation of current and potential which is not symmetric
to i = 0,η= 0 any more.

I = IAC|| sin(2πft)|| > 0.
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Fig. 9. Correlation between shape of current excitation and higher harmonics Y2 and Y3

with (a) Butler-Volmer kinetics with full (solid) and partial (dashed) sinusoidal excitation
of current, (b) individual harmonics for sinusoidal excitation and (c) individual harmonics
for partially sinusoidal excitation.

This could be the case for completely irreversible reaction or operation with addi-
tional DC current. In Figure 9b, individual harmonics Y2 and Y3 for the sinusoidal
excitation of the system are shown. This results in the well known excitation of Y3.
In Figure 9c, individual harmonics Y2 and Y3 for the partially sinusoidal excitation
of the system are shown. We see that in this case only the second harmonic Y2 is
excited. This leads to the conclusion that a nonlinear relation between current and
potential which is symmetric to the center causes an excitation of the third har-
monic Y3 and a nonlinear relation between current and potential which is symmetric
to the y-axis or which has only positive current and voltage causes an excitation
of Y2. This can be explained with the different parities of the harmonics. Addition-
ally, the excitation of harmonics is not linear since the maximal amplitude of Y2 is
three times as high as the corresponding maximal amplitude of Y3. For real systems,
the relation between current and potential will neither be fully symmetric to the
center nor to the y-axis and therefore an excitation of both individual harmonics,
Y2 and Y3, will both be present, as found in our previously published experimental
studies [7,8].

Finally, the influence on NFRA for operating a cell under load is investigated by
adding a DC excitation. In Figure 10a, Yrms is shown. If an additional DC is applied
to the system, Yrms increases nonlinearly and the turning point as well as fmax and
fmin shift slightly towards higher frequencies. Overall, NFR are excited in the same
frequency range, but with a higher overall value, again indicated by Yrms(fmin), as
well. To understand this behavior, individual harmonics, shown in Figure 10b, are
investigated. With increasing DC current, the operating point shifts farther away
from the symmetry point at zero current on the Butler-Volmer curve in Figure 8,
and the current oscillates symmetrically around this new value, leading to strong
asymmetric current-voltage relation. Therefore, the second harmonic Y2 is excited.
In parallel, the voltage responses of Y3 decrease. A DC current equals an offset con-
cerning the current jf in the Butler-Volmer equation and due to the exponential
relation between current and potential, a smaller overall change in potential results.
Thereby, the linear output and Y3 decrease. These findings are confirmed by inves-
tigation of EIS, shown in Figure 10c, where the corresponding semi-circle becomes
slightly smaller with increasing DC current. The characteristic frequency is barely
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Fig. 10. Simulated NFR for reaction model and DC excitation of the cell for (a) Yrms,
(b) individual harmonics Y2 and Y3 and (c) EIS. The reference case simulation with
parameters from Table 1 is marked with an asterisk.

influenced, indicated by the black arrow. Also here, we can clearly see that the single
higher harmonics yield more information than EIS.

4.2 Comparison of parameter effects

In this section, the quantitative and qualitative impact of the various investigated
parameters on NFR spectra is compared using the characteristic NFRA values fmin,
fmax and Yrms(fmin). As priorly discussed, the characteristics fmin and fmax are used
for separation and characterization of process-dependent NFRA frequency regions,
and Yrms(fmin) represents the constant Yrms values in the lowest frequency range.
In case that fmin and fmax are both higher, or lower than the reference value, the
reaction process becomes faster, or slower for the corresponding variation of the
model parameter, respectively. In the bar plots in Figures 11, 12 and 13, the values
of the characteristics relative to the reference case, i.e. fmin/fmin,0, fmax/fmax,0 and
Yrms(fmin)/Yrms(fmin,0) are given. Thus, the values of the reference case are 1 and
marked with a dashed line in the corresponding figures.

It can be seen that for the investigated reaction, a variation of parameters has a
strong influence on the characteristics. If the excitation amplitude IAC is increased,
all characteristics are increased. The higher amplitudes cause a larger deviation from
linear current potential relation and thus stronger nonlinearities. Also, for higher
amplitudes, the double layer is charged faster, leading to a faster increase in voltage
and reaction and thus to higher frequencies. This impact is vice versa for a decreasing
excitation amplitude: Yrms(fmin) has a lower value, the NFR slope is flatter and fmin

and fmax are at lower frequencies.
A change of the double layer capacitance CDL does not affect the intensity of NFR

and therefore, the absolute value Yrms(fmin) stays constant at the reference value for
each variation of the double layer capacitance. However, the frequency characteristics
shift as CDL determines the time delay between current and voltage or reaction. For
an increase of CDL, the frequencies fmin, respectively fmax, are at lower frequencies,
and thus the reaction process becomes slower.

A variation of the exchange current density i0, again, influences all characteristics.
For increasing the exchange current density i0 in comparison to the reference case,
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Fig. 11. fmin relative to the reference case gathered from tangent method; the reference
case simulation is marked with a dashed line with parameters from Table 1.

Fig. 12. fmax relative to the reference case gathered from tangent method; the reference
case simulation is marked with a dashed line with parameters from Table 1.

the overall excited nonlinearities Yrms are lower, as less overpotential is required for
the same reaction current. As the reaction can follow current more easily also for
fast charges, fmin and fmax shift to higher values. Adding an additional DC current
impacts all characteristics. Both parameters increase the overall excitation of nonlin-
earities Yrms due to the respective change of symmetry and therefore a corresponding
excitation of Y2. Thus, the slope of NFR between the characteristic frequencies fmin

and fmax is steeper, which shifts these characteristics to higher frequencies.
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Fig. 13. Yrms(fmin) relative to the reference case gathered from tangent method; the
reference case simulation is marked with a dashed line with parameters from Table 1.

For a variation of the symmetry factor α, the reaction process changes its sym-
metry and becomes asymmetric compared to the reference case. Thereby, due to the
previously discussed reasons, higher nonlinearities are excited and the correspond-
ing Yrms(fmin) has a higher value. Both characteristics fmin and fmax are sensitive to
change of the symmetry factor. However, fmin is slightly more sensitive to a lowering of
the symmetry factor than fmax. Here, Yrms(fmin) is the most impacted characteristic.

To conclude, NFRA characteristics identified in this section using the tangent
method are highly sensitive to parameter variations. The given overview should aid
future studies in understanding and identifying the reason for experimentally observed
changes in NFR spectra. Vice versa, NFR might even be a proper tool of material
scientists to tailor certain material properties.

4.3 Impact of diffusion

As the previous section has clearly shown, the impact of reaction on the nonlinear
response of the cell and how to interpret the spectra, we now focus on the second
most important process, diffusion. We investigate the excitation of higher harmonics
due to planar and spherical diffusion. At this point, only the impact of sinusoidal
current on open circuit potential via consumption or production of species is analyzed,
as described in Section 3.2. For the full impact of diffusion on open circuit and
overpotential we refer to the next section of the coupling of diffusion and reaction.
Please note that we define spherical diffusion as our reference case.

First, impedance spectra for the different diffusion processes and for different
diffusion coefficients are shown in Figure 14. Simulated impedance spectra show
characteristic, well known behavior from the literature [10] for the chosen boundary
conditions. The models with planar diffusion, with the reference and for a signifi-
cantly lowered diffusion coefficient, both show the typical slope of 45◦ at least at low
frequencies, as observed by Jacobsen et al. for a planar blocking diffusion impedance
[10]. By decreasing the diffusion coefficient, diffusion slows down, causing a higher
impedance at all frequencies. This is observed for spherical diffusion, as well. Spherical
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Fig. 14. Simulated impedance spectra for planar and spherical diffusion for different
diffusion coefficients DS , DP . The reference case simulation for spherical diffusion with
parameters from Table 1 is marked with an asterisk.

diffusion leads to a steeper slope than planar diffusion, which is explained in-depth
in the next paragraph and observed by Jacobsen et al. for a spherical blocking diffu-
sion impedance [10]. Further, for the reference case, a transition towards capacitative
behavior is visible. If the frequency was decreased further, ideal capacitative behavior
would occur. By decreasing the diffusion coefficient by 90%, this transition is moved
to even lower frequencies, not visible in the spectrum. This interpretation is supported
by the characteristic time constants:

τ =
d2

D
, (16)

with d being the characteristic length from Table 1. It can be seen, that a decreas-
ing diffusion coefficient leads to a higher time constant and therewith a smaller
characteristic frequency.

In Figure 15, nonlinear voltage responses for planar and spherical diffusion are
shown. The tangent method can not be applied to analyze the obtained NFR spectra,
as NFR excited by diffusion do not have the same characteristic progression as NFR
excited by a reaction process.

Concerning Yrms, in Figure 15a, no distinct maximum nor turning point is visible,
only a continuous, increase of exponential shape of NFR with decreasing frequency
can be observed, starting at a frequency of ca. 0.4 Hz. Therefore, neither fmax nor fmin

can be determined. Overall, a lower frequency range compared to the reaction process
is excited. The characteristic time constant according to equation (16) is at 200 s
corresponding to 0.005 Hz, which indicates that nonlinear responses due to diffusion
will be indeed rather in the mHz range only. Diffusion coefficients are in the order of
10−12 m2 s−1 and therefore lead to a small concentration change, resulting in small
∆φ0 changes and therewith NFR amplitudes. Nonlinear voltage responses are higher
for spherical diffusion compared to planar diffusion as explained in the following.
Within the underlying model, spherical and planar diffusion are assumed to have the
same surface area. The diffusion area within a sphere becomes smaller towards the
inner radius and therefore results in a nonlinear concentration profile during steady
state in the particle due to less diffusive transport than in the planar case. Here, with
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Fig. 15. Simulated NFR for planar and spherical diffusion for (a) Yrms with a marker (black
line) for the lowest frequency with higher harmonic excitation and (b) individual harmonics
Y2 and Y3, with the reference case simulation parameters from Table 1.

a uniform diffusion path across the overall thickness and the uniform diffusion area
itself, a linear concentration profile and higher molar flows at steady state occurs.
This leads to higher nonlinear voltage responses for the spherical compared to the
planar diffusion process.

In Figure 15b, individual harmonics Y2 and Y3 are shown. Y2 is thereby more
sensitive than Y3 (additionally shown in the inlet) for both diffusion processes. This
corresponds to the findings of the reaction model, where concentration impact excites
Y2 more than Y3.

4.4 Impact of coupled reaction and diffusion

In a last step, the impact of both, reaction and diffusion, is investigated and simulation
results are shown in Figure 16. Here, the model derived in Section 3 without further
simplifications and including concentration dependent reaction rate, as described in
Section 3.3 is used.

For Yrms, shown in Figure 16a, a superposition of the priorly analyzed impacts of
reaction and diffusion processes can be seen. At high frequencies, the curve is identical
to the spectrum for the reaction process in Figure 4a, as it can be seen by identical
values of fmin, fmax and the corresponding turning point. For lower frequencies, the
signal shows, in addition the typical exponential increase due to diffusion effects (see
Fig. 15). In general, nonlinear voltage responses are significantly higher in the low
frequency domain, if diffusion is coupled with a reaction process compared to solely
investigating the diffusion process. Within the model for quantifying the diffusion
impact only its impact on ∆φ0 was investigated. When taking into account that most
reaction kinetics and thus, η is concentration dependent, this has a strong impact on
nonlinearities. It significantly increases nonlinearities in the system by a factor of
100 at the diffusion-dominated low frequency range, showing the dominant impact of
diffusion kinetics, i.e. η compared to thermodynamics, i.e. ∆φOCP.

If individual harmonics are investigated, shown in Figure 16b, these findings are
confirmed. In general, Y2 and Y3 are excited by the coupled processes. Y3 thereby



2636 The European Physical Journal Special Topics

Fig. 16. Simulated NFR for reaction with a coupled diffusion process for (a) Yrms fmin is
marked by a dashed blue line and fmax is marked by a dash-dotted blue line, (b) individual
harmonics Y2 and Y3 with markers for the beginning of the excitation of the priorly inves-
tigated diffusion process (solid black line) and the corresponding frequency of the coupled
model (dashed black line) and (c) EIS. Reference case simulation parameters from Table 1
are used.

dominates the overall frequency range and is excited at high frequencies due the
reaction process. Since the reaction process is symmetrical at these frequencies due
to a quasi steady-state activity of one, Y2 is not affected at this point. This cor-
responds to the discussion of the excitation of higher harmonics due to a singular
reaction process, shown in Section 4.1. Y2 is excited at lower frequencies, similar as
for the investigation of the diffusion process, shown in Section 4.3. Nevertheless, the
amplitude for the excitation of higher harmonics in the diffusion dominated frequency
range is significantly higher, thereby confirming the previously mentioned dependency
of η of the concentration in this frequency range. Additionally, Y2 is excited starting
at a frequency still characteristic for the reaction, which shows the impact of diffu-
sion on overpotential. The solid black line thereby indicates the beginning of higher
harmonic voltage excitation due to the priorly observed diffusion process in scenario
2. It is at lower frequencies than the dashed black line, which marks the onset of
higher harmonic voltage excitation of Y2 for the coupled model. Y3, however, is less
affected from diffusion than Y2.

In the impedance spectrum, in Figure 16c, a semi-circle for the reaction process
with a maximum at 320 Hz and a branch in the low frequency range on the right
hand side of the spectrum for the diffusion process, beginning at 1 Hz, are visible,
confirming the shown impacts of diffusion at low frequencies.

With these results, the occurrence of Y2 as well as Y3 in experimental studies
on Lithium-ion batteries [7,8] can be explained, as in battery cells electrochemical
reaction and diffusion process are always inevitably coupled.

5 Conclusions

Prior research showed that Nonlinear Frequency Response Analysis (NFRA) is a
powerful, but yet seldomly used tool for the in-depth study of processes in electro-
chemical cells and electrodes and for diagnosing cell states. The here presented work
aims to deliver a basic guideline to enhance interpretation and usage of NFRA via
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illustrating the nonlinearity using simple fundamental models. The effect of funda-
mental processes in electrochemical cells on NFR spectra is first analyzed using a
basic electrochemical reaction. Subsequently, the often encountered limited reactant
availability, i.e. diffusion, is analyzed, and its impact on NFRA is shown. Then the
interaction of both processes is revealed.

Focus is thereby laid on understanding why and how individual harmonics are
excited by variation of the input amplitude IAC, double layer capacitance CDL,
exchange current density i0 and symmetry factor α. We show that exciting a sys-
tem sinusoidally around an operating point, which shows point symmetry in the
nonlinear current voltage relation causes the excitation of the third harmonic Y3.
This is typically achieved when operating at zero current for a Butler-Volmer kinet-
ics with α= 0.5. By changing α or applying a current, we can generate an excitation
of Y2. NFRA thus yields essential information about the kinetics, which can not be
accessed by conventional methods, such as EIS. Bar plots summarize the findings and
give an overview on how and where each kinetic and electrode parameter impacts the
spectrum.

Additionally, we showed that planar and spherical solid diffusion cause an exci-
tation of both individual harmonics Y2 and to less extend Y3 at low frequencies.
Thereby, the relation between current and concentration is purely linear and not
exciting higher harmonics. Only due to the nonlinear relation between concentration
and potential, higher harmonics are excited. Spherical diffusion was shown to cause
higher nonlinearities.

Finally, a coupled simulation of reaction and diffusion was shown to be a super-
position of both signals, with diffusion dominating in the low frequency range and
reaction in higher frequencies. Additionally, a significant increase for Y2 beginning at
frequencies still characteristic for the reaction process can be observed.

As experimental EIS measurement devices often already have the option of
NFRA included, we hope to encourage with this work a widespread application
of this promising technique not only for fundamental analysis of kinetic processes
at electrodes, but also for state estimation of cells. The latter is especially inter-
esting for Lithium-ion battery research, where estimation of State-of-Health and
State-of-Charge of full cells as well as the kind of ageing is essential but yet
cumbersome.
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Appendix A

Fig. A1. Simulated NFR for the reaction model with a variation of the symmetry factor
α for Yrms. The reference case simulation with parameters from Table 1 is marked with an
asterisk.

List of symbols

as Specific surface area, m−1

A Area, m2

A Reactant, –
A+ Oxidized reactant, –
aA Activity of reactant A, –
cA Species concentration, mol m−3

cA,0 Standard equilibrium concentration, mol m−3

CDL Double layer capacity, C m−2

d Diffusion length, m
D Diffusion coefficient, m2 s−1

∆φ Potential gradient across the interface, V
∆φ0 Open circuit potential, V
∆φ00 Standard potential, V
f Frequency, s−1

fmin Characteristic minimal frequency, s−1

fmax Characteristic maximal frequency, s−1

F Faraday constant, C mol−1

Y Voltage response, V
Yrms Root mean square of voltage response , V
i0 Exchange current density, A m−2

IAC AC current density, A
jf Faradaic volumetric reaction current, A m−3

jtot Total volumetric current, A m−3

n Numerator for higher harmonic voltage responses
R Ideal gas constant, J mol−1 K−1

R Particle radius, m
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r Radial coordinate, m
t Time, s
T Temperature, K
TP Turning point,
vj Discrete function value, V
x Spacial coordinate, m
z Number of sample points, –
α Reaction symmetry factor, –
ε Volume fraction, –
η Reaction overpotential, V
φ Electrical potential, V
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