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Abstract Numerous localities have attempted to harness wind resources for electricity generation using
roof-integrated wind turbines (RIWTs). Disappointingly, the monitored performance of RIWTs is typically
only 5–11% of the designed capacity. Since direct wind measurement is expensive for micro-generation and
simplified analytical methods are often insufficiently precise for complex geometries, poor outcomes are
not surprising. To combat this, the current study explores the extent to which this deficit is due to poor
RIWT placement in the absence of precise wind power information for installation sites and how this may
be countered with terrestrial laser scanning-based models for complex structures. This is demonstrated
with a cluster of complex suburban buildings with ground elevation changes of up to 4.2 m. Those data
were used to populate a computational fluid dynamic model for detailed wind flow field simulation using a
Navier–Stokes solver, ANSYS CFX. This approach demonstrated that wind power ranged from 0 to 100%
of the capacity factor across the main study rooftop, representing the difference between cost recovery of a
e16,500 RIWT in less than 1.5 years and a financially non-viable installation. This study provides a partial
explanation for the disappointing results of RIWT installation, as well as a methodology to optimize RIWT
placement to avoid non-viable installations and improve cost recovery period predictions.

1 Introduction

The prolonged use of fossil fuels will eventually lead
to their depletion, as well as the affiliated degradation
of the environment. Hence, interest continues to rise in
renewable energy. For example, the European Union set
a target of 32% electricity generation from renewable
sources within the European states by 2030 [1]. Small-
scale renewables (micro-generation) like roof-integrated
wind turbines (RIWTs) could play an important role in
reducing carbon monoxide emissions, however, RIWTs
have failed to perform as expected. In fact, according to
the Encraft Warwick Wind Trials Project, which inves-
tigated 168,950 h of operation of 26 roof mounted wind
turbines from 5 UK manufacturers, the average capac-
ity factor (CF) was only 4.15% [2]. Arguably, one rea-
son for the wide gap between the promised output by
the manufacturer and the electricity obtained by the
consumer is the absence of precise wind resource infor-
mation at the installation location [3]. In most cases,
turbine output is predicted using a wind atlas for a
region, which gives the average value of wind velocity
and wind direction without explicitly considering the
effects of a dense built environment coupled with vege-
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tation. However, in such a complex environment, wind
flow is unsteady and non-uniform in both the horizon-
tal and vertical directions, which can massively impact
the output of an RIWT depending upon its location
within the wind field. In terms of predicting this incon-
sistent flow, wind tunnel studies have demonstrated an
error rate of only 5% in homogenous urban areas, but
in heterogeneous areas, the error rate climbed to 20%
[4].

2 Project scope

The goal of this work was to explore barriers to opti-
mal RIWT installation in a local context and pro-
vide recommendations for improved outputs. A pre-
vious study conducted in Dublin, Ireland endeavored
to model wind resources over the urban environment
but ultimately identified a remaining gap in determin-
ing wind resource conditions between the inertial sub-
layer and the city surface [5]. Thus, to better under-
stand the problem in this critical layer where most
RIWTs are installed, a specific building was chosen for
direct investigation at the city surface level. The Roe-
buck Hall Residence, located on the University College
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Fig. 1 Study site with
the main study building
shown as Building 4)

(a) Google Map image of the area (b) Derived computer-aided design model

4

Fig. 2 Roebuck hall residence (Building 4) on the univer-
sity college of Dublin’s campus

Dublin’s campus was chosen as the locus of investiga-
tion. The building was selected as it was the focus of an
on-campus effort to construct a zero-carbon structure,
although an RIWT was never part of the design. The
building, herein referred to as Building 4, has 6 stories,
is 19.6 m in height, and can be characterized as being in
a moderately dense environment, composed of a cluster
of 6 multi-story buildings (Figs. 1, 2), thus providing a
level of complexity typically unexplored in desk stud-
ies. To facilitate the exploration of this real study area,
Dublin’s wind climate was also analyzed more gener-
ally using meteorological data to assess its suitability
for urban, micro-generation of electricity.

3 Methodology

Due to the heterogeneous nature of urban terrains, wind
characteristics are very local. To estimate the avail-
able resources, a computational fluid dynamics (CFD)
analysis was performed for the abovementioned site.

In contrast to the detailed CFD simulation in small
structures, as shown in [6], where a Lattice Boltzmann
code was used, in this work, a detailed CFD simulation
around very large structures was performed with the
commercial Navier–Stokes solver ANSYS CFX. This
analysis required wind data (mean velocity and direc-
tion) and a geometrical model, on the basis of which
a flow domain and grid were generated. The data were
then pre-processed with the boundary conditions, and
a physical model was selected. This preparatory work
was followed by the CFD result analysis itself. Previous
application of CFD to RIWT performance has been rel-
atively limited and most narrow in scope. For example,
Larin et al. [7] considered only a single, generic free-
standing building on a symmetrical plane. The work
by Ledo et al. [8] on houses with different roof pro-
files showed that on flat roofs wind accelerated inde-
pendently of the wind direction. Balduzzi et al. [9]
used two-dimensional (2D) simulations to investigate
the influence of the installation’s site on the poten-
tial energy yield. They performed a parametric anal-
ysis of flow around simplified, rectangular buildings
and concluded that in urban areas RIWT installation
should occur on structures significantly higher than the
surrounding buildings, though how much higher was
not quantified. Yang et al. [10] analyzed wind power
generation in a dense urban area and demonstrated
that upstream high-rise buildings had high detrimen-
tal impacts to the incoming wind resource and induced
higher turbulence intensity over certain areas of the
objective building. Wang et al. [11] analyzed wind
energy over the roof top of cuboid buildings. They
showed that buildings with smaller footprints had more
wind energy density than those with larger footprints,
irrespective of the length to width ratio of the roofs.
Abohela et al. [12] showed that for 7 roof geometries
(e.g., flat, gabled, domed) that the region of maximum
turbulence intensity extends from directly above the
roof to a distance of 1.3H. The scope of research herein
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is significantly more complicated with respect to the
inclusion of multiple structures, the level of detail repre-
sentation included and the incorporation of variability
in the terrain, thereby, challenging previous modeling
assumptions.

For RIWT assessment, the wind power density across
Building 4’s rooftop was mapped from the CFD results
to investigate RIWT placed and estimate the electri-
cal power that could be generated. Using a sophisti-
cated CFD simulation of the cluster of structures and
the variation, as well as more realistic building geom-
etry than is typically included, other important infor-
mation could also be extracted from these results. Two
examples are given at the end of this work. The first
involves analysis at 2 m above ground level to check
for excessive wind velocities (e.g., at building corners)
for pedestrian wind comfort. The second includes the
aerodynamic forces (horizontal and vertical) on each of
the buildings as needed for structural building design.
The forces were computed with RANS CFD simula-
tions, which delivered average aerodynamic loads (as
described in Sect. 4.4). While load oscillations can be
obtained with transient simulations, this was out of
scope for this work, since RANS simulations deliver
average loads, and they already give the correct orders
of magnitude.

3.1 Wind data

The initial wind data for the site in Dublin, Ireland
were obtained from the closest meteorological station,
which is located at the Dublin airport (53◦ 25’34.39” N,
6◦15’33.70” W). The station is situated on flat, open
land sloping away gradually on the east side towards
the Dublin coast, approximately 8 km away from the
study site. The anemometer located there is positioned
at a height of 10 m. The measured data represents the
wind entering the city. For the analysis time series, two
years of wind data was used. A mean wind speed of
6.31 m/s at an elevation of 10 m was calculated based
on meteorological data. The dominant wind direction
was from west, as shown in the wind rose in Fig. 3. As
wind enters the city, its velocity changes due to inter-
actions with the surface terrain. Thus, the use of raw
meteorological data for an urban location is injudicious.
Furthermore, direct measurement as currently obtained
through a series of limited discrete collection points is
expensive, time consuming, and delivers only a rather
limited portion of the data set of the flow field on a
single building. In contrast, CFD simulation can give
realistic and extensive results, if used properly and with
sufficient input geometry. To achieve this, a systematic
approach is required to collect and process the input
data and create the model, as discussed in the next
sections.

3.2 Theoretical background: wind characteristics

To set the proper boundary conditions, perform post-
processing, and interpret the results, knowledge of the

Fig. 3 Wind rose plot for dublin airport data

theoretical wind characteristics is needed. To properly
position the boundary conditions sufficiently far from
the buildings, the velocity profile away from the build-
ings must be known. Theoretically, the wind velocity
within the neutral atmospheric boundary increases log-
arithmically with height (e.g., Gasch and Twele [13]) as
per the following equation:

u (z) =
u∗

κ
ln

(
z

z0

)
, (1)

where u(z) is the average wind speed at a height z(m)
above the ground, u∗ is the friction velocity (m/s), κ is
the von Karman constant (∼0.41), and z0 is the rough-
ness length (m). The roughness length is the height
where the wind velocity decreases to zero following a
logarithmic law. The friction velocity u∗ relates to the
wall shear stress τw as per the following equation:

u∗ =
√

τw/ρ, (2)

where ρ is the air density. Since neither the wall shear
stress τw nor the friction velocity u∗ are known in
advance, Eq. 1 is usually evaluated at two different
heights (z1 and z) and solved for u(z) as per the fol-
lowing equation:

u (z) = u(z1)
ln (z/z0)
ln (z1/z0)

. (3)

To avoid the singularity in (z/z0) at z=0, Eq. 3 must
be modified to the following equation as per Gasch and
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Fig. 4 Logarithmic and power law velocity profiles

Twele [13] and Ramponi et al. [14]:

ulog (z) = u(z1)
ln (z/z0 + 1)
ln (z1/z0)

. (4)

This velocity profile is then calibrated with the rough-
ness length z0 and a velocity of u(z1). In an urban area,
z0 can be taken to be 2 m as per Gasch and Twele [13].
The velocity profile can also be represented with the
power law in the following equation, as per Tominaga
and Blocken [15] and Masters [16]:

upower (z) = u (z1)
(

z

z1

)α

, (5)

where α is the friction coefficient and is related to the
ground roughness. The power law is useful to establish
theoretical wind power computations. With the values
z0 = 2 m, z1 = 80 m, u1 = 13 m/s, z2 = 10 m, u2 =
6.31 m based on measurements at Dublin airport mete-
orological station, the friction coefficient was computed
as α = 0.3473. These two velocity profiles compare well
(Fig. 4).

For a constant velocity of u0, the power available from
the wind passing through a given area A is given by the
following equation (e.g., Gasch & Twele [13]):

Pwind =
1
2
ṁU2

0 =
1
2
ρAU3

0 . (6)

However, since the velocity near the ground is not con-
stant, the wind power through a vertical surface A is
obtained by integration as per the following equation:

Pwind =
1
2
ρ

∫∫
©
A

u (z)3dA. (7)

By substituting Eq. 5 into Eq. 7, the theoretical power
contained in the wind near the ground can be obtained.
The wind turbine extracted power is then

Pturbine = cpPwind, (8)

where cp is the power coefficient. Betz [17] showed the
maximum possible value as cp = 16/27, but actual tur-
bines extract less of the available wind power and fail
to operate at this Betz limit [17].

Since the wind power is proportional to the wind
speed cubed, minor inaccuracies in predicting the
wind speed can lead to significant errors in the esti-
mated energy yields. To address this and because of
the transient characteristics of the wind, probabilis-
tic approaches are generally used for wind energy pre-
diction [13]. The Weibull distribution function is com-
monly employed for modeling the wind distribution [18–
21]. For wind velocity distributions, the Rayleigh dis-
tribution, as per the following equation:

f (u) =
π

2

( u

c2

)
exp

[
−π

4

(u

c

)2
]

, (9)

fits the wind velocity probability density function very
well. By applying the Rayleigh distribution to the wind
power one can show Eq. 11 as per Masters [16] and
Mohammadi et al. [22]

Pwind =
6
π

1
2
ρAU0

3
, (10)

where the bar indicates that these are mean quantities.
In this work, no wind oscillations are considered in the
numerical simulations, but through Eq. 10 one can see
that these oscillations during the year will increase the
available power by a factor of 6/π.

3.3 Numerical simulation

To investigate the wind characteristics, especially the
power density availability around the building complex,
numerical simulations were performed with the solver
ANSYS CFX. For that purpose, a geometrical model
(i.e., a CAD model) was generated based on terrestrial
laser scanner data. For the CFD simulations, best prac-
tice guidelines [23] were observed.

3.4 The geometrical model

In the absence of measured drawings, a Leica ScanSta-
tion P20 terrestrial scanner [24] was used to obtain a
point cloud from which the building and site geome-
try were extracted (Fig. 5). The scanning was done in
two phases. First, data were gathered from the ground
with the assistance of four targets to aid with scan co-
registration. Subsequently the scanner was placed on
the roof of Building 4 to obtain information about the
surrounding buildings and the terrain. In this way, the
model also considered the various base elevation lev-
els of the buildings, as captured in the point cloud—
something not typically factored into wind analyses.
The data were processed manually in the software pro-
grams Cyclone [25] and Cloudworx [26], which enabled
manipulation of the point cloud data and export of
the information into a CAD compatible model. The
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Fig. 5 Visualization of
input data and derived
geometric models

(a) Point cloud of scene (b) CAD model of scene

(c) Close up of point cloud (d) Close up of CAD model

Fig. 6 Computational domain (with wind shown from the
left)

result can be considered a level of detail 2 represen-
tation, where the building footprints and profiles are
accurately represented and the roofs are portrayed in
a simplified manner. As will be further explored in the
discussion section of this paper, this along with the real-
istic ground terrain is significantly more detailed than
in most wind simulation models.

Fig. 7 Building heights

3.5 Computational domain

To perform the numerical computations, a large com-
putational domain was generated. This domain was
divided in two subdomains: inner and outer (Fig. 6).
The outer computational domain dimensions were
selected as length, L=600 m, height, H=75 m, and
width, W=400 m. The inner computational domain
had a length, l=200 m, height, h=50 m, and width,
w=200 m. The buildings were placed at the center of
the inner domain. The heights of the buildings were as
shown in Fig. 7: h1 = 18m, h2 = 16m, h3 = 16m,
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Fig. 8 Ground level
contours of the
computational domain

x

y

h4 = 21.1m, h5 = 7.3m and h6 = 21.1m. The ground
level of the computational domain varied from z=-1.4 m
to z=2.8 m (Fig. 8). The three-dimensional model is
shown in Fig. 9.

Tominaga et al. [27] suggested using a flow domain
height five times or more the height of the tallest build-
ing. However, Tominaga et al. [27] assumed lateral and
upper walls that were inviscid (i.e., free slip walls).
In contrast, in this work, the opening boundary con-
ditions from ANSYS CFX were adopted for the lat-
eral and upper walls, as well as for the outlet. These
involve a pressure boundary condition allowing inflow
and outflow and, hence, the streamlines naturally curve
around the buildings from which very good results can
be achieved with a computational domain height of less
than three times the height of the tallest building. In
a preliminary study, the authors investigated the flow
around a single rectangular building, showing that a
flow domain with 5 times the height of the building and
free slip walls deliver the same result as a flow domain
with 3 times the height of the building with opening
boundary condition.

As shown in Fig. 10, using a free slip wall or an open-
ing on a domain seven times the height of the building
(7H) showed no relevant impact on the velocities and
forces on the building. At only three times the height
of the building (3H) the free slip wall was negatively
impacted the results, but this did not occur at 3H with
the opening boundary conditions. Specifically, the left
images show the free slip wall. For the 7H high flow
domain (top left) the difference is irrelevant for the
application, but for the lower flow domain (bottom left),
the free slip wall improperly squeezes the flow, which
leads to greater velocities on the top of the building and,
hence, an over estimation of the available wind power.
Additionally, at the top, the free slip wall boundary con-
dition overly flattens the stream lines. These problems
do not appear in the opening boundary condition cases
(Fig. 10b,d). In both of those (7H and 3H), the velocity
and streamline curvatures, and major dimensions of the

vortices match. The vortex flickers, as it is transient in
nature and is, thus, captured in just an instant in time.
These results are also confirmed when evaluating the
drag force on the building (Fig. 11). Specifically, the
3H free slip wall (1-FSW 3H) visibly overestimates the
force on the building for this reason.

The velocity profile above Building 4’s center was also
compared (Fig. 12). Here the velocity profile is also well
reproduced by at 3D for the opening boundary condi-
tion. At a height up to 10 m, which is twice the height
of the building, the velocity profile agrees well with 7H
results for both the free slip wall (FSW 7H) and the
opening boundary condition case (Opening 7H). Hence,
with this flow domain (Opening 3H), the wind power
available at the roof top of a building can be deter-
mined.

Since the grid around the building complex on this
study is huge and the results of interest are mainly
close to the roof of Building 4, 3H with an open bound-
ary condition was selected based upon the preliminary
results shown in Figs. 9–12. This enables the ability to
generate a much finer mesh at the inner region around
the buildings, thereby assuring more accurate results in
the region of interest.

3.6 Computational grid

Of the two subdomains in the computational domain,
the outer domain posed only a limited number of dif-
ficulties with regard to meshing and irregular ground
conditions (as established from the measured data). In
contrast, the inner domain posed additional difficulties
due to the numerous irregular geometrical details of
the buildings. These caused both meshing and reso-
lution problems. To overcome these issues, more than
30 unstructured tetrahedral grids were generated and
simulated as a grid study. The tetrahedral mesh was
chosen since it was the only one able to accommodate
the complexity and irregularities on the ground and
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Fig. 9 Three-dimensional view of close up of computational model

(c) Free slip wall condition with 3H (d) Opening boundary condition with 3H

(a) Free slip wall condition with 7H (b) Opening boundary condition with 7H

Fig. 10 Comparison of results of flow domain five (7H, top images) and three (3H, bottom images) times the height of
the building with free slip wall (left images) and opening (right images) boundary conditions

around the buildings. The geometry obtained by ter-
restrial laser scanning is very realistic and, hence, also
complex. Tetrahedral meshes are very well integrated in
ANSYS CFX and deliver highly reliable and accurate
results. They are also the mesh elements recommended
for complex geometries, as is the case for the geometry
investigated in this work.

A total of 30 mesh sizes were investigated ranging
from 1.2 to 28.5 million elements (Fig. 13). The results
from the grids with more than 5 million elements deliv-
ered the same results in the large scale (grid indepen-
dency). The parameter observed to assure the grid inde-
pendency was the horizontal force on the roof of the
Building 4, which is the building around and on top of
which the flow was mainly to be investigated (Fig. 12).
Since the size of the flow domain is very large, the max-
imum number of elements with respect to the capacity
of the available hardware was determined to be 16 mil-

lion elements. The maximum viable number of elements
was employed to maximize the greatest number of small
details and resolve the flow around them. Specifically,
the inner domain was meshed at a much finer resolution,
resulting in about four times the number of elements
compared to the outer domain, despite its much smaller
volume. At the ground and on the roofs, 30 prism layers
were generated. The aim was to achieve grid indepen-
dency for the solution and proper grid resolution at
locations throughout the computational domain. The
grid sizes of the grid sensitivity study ranged from 1
to about 16 million elements. The mesh size and the
prism layers are described in Table 1. Overviews of the
tetrahedral grids and the prism layers are depicted in
Figs. 14–17.

To verify the quality of the grid, the skewness of the
tetrahedral cells was verified. The result is shown in
Fig. 14. One can see that the quality ranges from good
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to excellent. Considering the complexity and the size of
the grid the overall quality of the grid can be considered
outstanding.

The y+ values on the roof of Building 4 were all below
30 and, hence, in the lower logarithmic law region—
mainly in the buffer layer and in the viscous sublayer
regions. Due to the complexity and size of the grid
(>28 million elements), the region near the wall already
had a very high resolution. The building surfaces with
their many small details and steps caused difficulties in
the grid generation. However, keeping these details was
considered important, since the aim of this work was to

employ the building’s actual geometry, as obtained by
the laser scanning, to generate highly realistic numeri-
cal results.

3.7 Boundary conditions and setup

The boundary conditions are shown in Fig. 18. A veloc-
ity boundary condition was specified, at the inlet. At
the top, left, right, and the outlet, a pressure boundary
condition, which is called an “opening” in ANSYS CFX,
was specified. The outlet boundary condition allowed
for both outflow and inflow, in case there was any back-
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Table 1 Grid element sizes

Location Mesh size [m] Prism layers Comments

Buildings 0.2 30 For Buildings
4 and 6

Ground
between
buildings

0.2

General inner 1.2 30
General outer 3.0 30

flow into the flow domain. At the ground and on the sur-
face of the buildings, a no slip wall condition was spec-
ified. The buildings were computed as having smooth
walls. The inner and the outer grounds were computed
as smooth walls, as well. Between the inner and the
outer grids, general grid interfaces were specified.

The inlet velocity profile was specified according to
Eq. 4 where z0 = 2m, z1 = 80m and u(z1) = 13m/s
were selected as inputs according to the measured wind
data:

ulog (z) = u (z1)
ln (z/z0 + 1)
ln (z1/z0)

= 13
ln (z/2 + 1)
ln (80/2)

in (m/s) (12)

This equation was derived according to the wind
velocity measurements. The measured velocity at a
height of z1 = 80m was u1 = 13m/s and at a height of
z2 = 10m was u2 = 6, 31m/s. With these two measured
velocities inputted into Eq. (4) the value of z0 = 2m
was determined, resulting in Eq. (12). This equation
was set as the inlet velocity using an expression in
ANSYS CFX.

The Shear Stress Transport (SST) turbulence model
from Menter [28] was used for the simulations. The
model solves a turbulence/frequency-based k-ω-model
at the wall and a k-ε-model in the bulk flow, while
smooth transitions between the two models are achieved
by a blending function. Among the RANS turbu-
lence models, the SST k-ω model generates the closest
match to experimental data in terms of mean veloc-
ity vector fields and turbulent kinetic energy contours
[29]. Additionally, this model effectively represents the
kinetic energy from turbulence. Additionally, the model
includes transport effects of the eddy-viscosity to accu-
rately predict the onset and size of the flow separa-
tion under adverse pressure gradients. These combine
to enable results in improved prediction of the flow sep-
aration, which is critical for the study of building aero-
dynamics [25].

Quality

1 degenerate
0.9 — <1 bad (sliver)
0.75 — 0.9 poor
0.5 — 0.75 fair
0.25 — 0.5 good
>0 — 0.25 excellent
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Fig. 14 Skewness of the tetrahedral grid
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Fig. 15 Grid sizes on the
buildings and on the inner
and outer domains

Inner

Outer
Inner

Outer

Buildings

Fig. 16 Inner and outer
domain grids and the
corresponding prism layers
on the ground

Outer

Inner

Prism Prism

Roof of building 4

Prism layers

Fig. 17 Prism layers on the roof of Building 4

Importantly, van Hooff et al. [29] conducted a
detailed study comparing the performance of RANS
and LES turbulence models in building aerodynam-
ics. That work showed that Re-normalization Group
(RNG) and SST are the best performing RANS turbu-
lence models. In addition, Ramponi and Blocken [14,30]
analyzed the performance of the standard k-ε model,
realizable k-ε model, RNG k-ε model, standard k-ω
model, SST k-ω model, and a RSM model when mod-
eling the mean streamwise velocity through the center
of the two symmetrically positioned windows. In evalu-
ating the mean velocity vector fields against the corre-
sponding measured values, the SST k-ω model matched
the measured values most closely, while the RNG k-
ε model provided the second-best results [30] Those
efforts provided the basis for selecting an SST based
model in the study herein.

The convergence criteria of the CFD simulations were
a combination of three factors: residuals, mass flow bal-
ance, and a steady solution of the integral value of

interest. The convergence criteria for the mass flow and
momentum residuals were both 10−4, which are the rec-
ommended values of ANSYS CFX and, as such, also the
standard setting of the solver. The mass flow balance
was also observed during simulation, thereby assuring
that the mass flow in the flow domain was the same as
that flowing out of the domain. This was achieved very
precisely, as described in the next section. The simu-
lation was terminated when the drag forces on the six
buildings ceased changing and reached a steady solu-
tion as recommended by Ferziger and Peric [31] and
Tominaga et al. [32].

3.8 Wind velocity and normalized wind velocity

To measure the influence of the buildings on the air
flow, a normalized velocity was considered. The nor-
malized velocity used in this study was defined as the
ratio of the wind velocity to the logarithmic velocity, as
per the following equation:

unorm (z) =
u (x, y, z)
ulog (z)

. (13)

Herein, the logarithmic velocity ulog (z) was set as a
boundary condition at the inlet of the flow domain. If
instead there were no buildings, then the normalized
velocity unorm (z) should be close to the value 1 across
the whole flow domain, since the flow would be nearly
undisturbed, but for the effect of the boundary layer.
As is well-established [27] the boundary layer thickness
of a flat plate does increase continuously. This means
that even without buildings, the wind velocity changes
close to the ground. When, however, the buildings are
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present, the air velocity may deviate significantly from
the logarithmic velocity due to the displacement effect
of the buildings.

3.9 Wind power density and normalized wind power

The wind power density can be derived directly from
Eq. 7

Pdensity =
dPwind

dA
=

1
2
ρu (z)3 in W/m2 (14)

and the normalized dimensionless wind power is as per
the following equation:

Pnorm =
PDensity

1
2ρ ulog(z)3

= unorm (z)3 . (15)

With wind power density, an estimate of the power gen-
erated by an RIWT is possible. If the variability of the
wind is to be considered a Rayleigh wind distribution
can be assumed and the results have than to be multi-
plied by a factor of 6/π as has been shown in Eq. (11).
The normalized wind power shows the buildings’ influ-
ence on the undisturbed flow.

4 Results

To evaluate the urban surroundings as to available wind
energy, relevant new variables were defined. The results
presented below show that the wind velocity, the nor-
malized wind velocity, the normalized wind power, and
the wind power density are suitable variables to ana-
lyze the available wind power in the near vicinity of
buildings.

4.1 Wind velocity and normalized wind velocity

To understand the information given by the normal-
ized velocity, three contour plots are shown in Fig. 19.
Figure 19a shows the actual wind velocity around the
buildings. Figure 19b displays the logarithmic velocity
with an inlet boundary condition. Notably, the veloc-
ity does not change around the buildings, since it is
used as a boundary condition at the inlet and only as a
reference velocity. Figure 19c illustrates the normalized
velocity. This is the ratio of the velocity to the logarith-
mic velocity. The normalized velocity is smaller than 1
in areas where the computationally predicted velocity
is smaller than the logarithmic velocity (used to predict
the unimpeded flow) and greater than 1 in areas where
the computationally predicted velocity exceeds the log-
arithmic velocity. For example, in Area A, the velocity
is lower than the logarithmic velocity. Hence the nor-
malized velocity is smaller than 1. In contrast, in Area
B the velocity is higher than the logarithmic velocity,
and hence the normalized velocity is larger than 1. Fig-
ure 19c indicates that for nearly all critical locations

for RIWT placement the logarithmic approach over-
predicts the wind velocity, and that the actual wind
velocity, if not zero, is nearly negligible with respect to
its potential for effective RIWT placement.

Of further note is that in Area B the velocity is higher
than the logarithmic velocity due to the presence of the
buildings. The streamlines are curved, and high veloc-
ities from higher areas are bent downwards towards
the ground. Therefore, the normalized velocity is an
indicator of areas where the flow velocity is higher or
lower than the undisturbed flow (based on the logarith-
mic prediction), which is important for RIWT place-
ment selection. A side view of the normalized velocity
is shown in Fig. 20.

In Fig. 21, the normalized velocity is shown at a
height of z=4m. Just in front of the buildings and
between them, the velocity is often much higher than
the undisturbed incoming flow, which may cause pedes-
trian wind comfort problems due to increased wind
velocity. On the leeward side of the building group,
there is a substantial area where the normalized veloc-
ity is higher than 1. The explanation for this area is
the same as for Area B in Fig. 19b [i.e., the presence
of the buildings bends high velocity flows from higher
elevation positions groundward, as clearly seen in the
section of the scene (Fig. 20)].

In Fig. 22, the normalized velocity is shown at a
height of z=23.1 m, which is 2 m above the roof of
Building 4 (see also Fig. 22 and shown in detail in
Fig. 23). Red areas atop the buildings are areas where
the velocity exceeds that which would be there with-
out the buildings and are indicative of potentially good
locations for RIWT placement.

As shown in Fig. 23, such areas occur only at selected
locations above Buildings 4 and 6 (see red patches on
the roofs). Fig. 24 demonstrates the acute difficulty of
RIWT placement selection. In this image, the distance
between the grey horizontal lines in this contour plot
is 1 m. From the horizontal lines and the contour plot,
one can see by counting the lines that the outer velocity
(i.e., the undisturbed flow velocity) is reached only at
heights of 2 m–8 m above the roof. In some roof regions,
even at heights of more than 3 m there is still almost
no wind velocity (see Area A). Therefore, RIWT place-
ment on Building 4 would have to be carefully studied
with respect to unit mounting and wind orientation to a
achieve a financially viable investment. As only one spe-
cific inflow wind direction was considered in this study,
this represents only a mean direction according to the
wind rose from the weather data of that neighborhood.
A fully exhaustive study from all directions would be
needed to obtain the peak velocity, but for the main
case of available RIWT power studied herein, the mean
inflow from the mean direction provides a strong indi-
cation of the available wind resource.

4.2 Wind power density and normalized wind power

Figure 25 shows the wind power density around Build-
ing 4. For most of the roof region up to about 2 m above
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Fig. 18 Boundary
conditions and interface

and especially in Area A, the power density is compar-
atively low. Only at a distance of about 6 m over the
roof is the wind power density close to the value of the
undisturbed wind. This can also be seen in the normal-
ized wind power plot in Fig. 26. The normalized power
plot shows how much the wind power is changed by
the presence of the buildings. Values above 1 indicate
that the presence of the building increases the avail-
able power at this location, as compared to the power
that would be available in the undisturbed flow (i.e.,
if the building were not standing there). Values below
1 identify power availability less than under the undis-
turbed flow condition at that location. As can be seen
in Fig. 26, power availability on the building’s roof is
generally lower compared to the undisturbed flow, but
there are exceptions such as the far right above Building
4.

In Fig. 27, the energy per year and per square meter
for Building 4 is presented. These values were com-
puted by multiplying the values of Fig. 26 by 8.760 =
24*365/1000 =8760 /1000 since a year has 8760 h. The
division by 1,000 obtains the result in kWh instead of
Wh per year. As such, the energy that can be gener-
ated by a RIWT can be estimated with this figure. For
example, if the RIWT has a rotor area of 20 m2 and an
efficiency of 50%, by multiplying the values of the con-
tour plot by 20 x 0.5=10 one obtains a rough estimation
of the power output of such a RIWT. Considering also
the wind oscillations according to the Rayleigh distri-
bution this result must still be multiplied by a factor
of 6/π (see Eq. 10). In Fig. 28 the vorticity around
Building 4 is shown. The regions of high vorticity basi-
cally coincide with the regions of flow detachment and,
hence, of recirculation.

Figures 29 and 30 show the wind power density across
all 6 buildings at a height of z=23.1 m (i.e., 2 m above
the roof of building 4 level). In many locations, the wind
power density is quite low and may prove financially
non-viable for RIWT investment.

In Fig. 30, the surrounding buildings’ influence on
the available wind power density is shown. Overall, the
buildings retard the wind and create a de facto low
velocity “bubble” around the buildings. Atop the build-
ings, the wind power density is also reduced, as com-
pared to the incoming free stream flow. Therefore, to
set a small scale RIWT atop a building may provide
few advantages, unless carefully situated. Across the 7
representative small wind turbine models considered by
Cace et al. [33] for installation in the built environment,
prices ranged from an estimated e5700 to over e24,000
with a median cost of e16,500. For the normalized wind
example provided in Fig. 30, if the RIWT was mounted
within the immediate proximity of the roof (from 0
to 2 m above the roof’s surface), the estimated yearly
power production at the most optimal position on the
roof would be 168,750 kWh for an average 5 m diam-
eter turbine with a blade surface area of 19.6 m2 cost-
ing e16,500. Based on a market value of e0.1297/kW
[33,34], this would require less than 1.3 years to recover
costs for the RIWT. The same device placed at the same
elevation elsewhere on the same roof, however could end
up in an area of 0–500 kWh/m2 wind power density pro-
ducing only a maximum of 11,091.33 kWh of energy per
year and, thus, requiring over 11 years to recoup initial
costs.

A closer view of this situation can be seen in Fig. 31.
Here the low wind power density “bubble” is visible
up to about 5 m over the building roofs. Mounting a
small-scale RIWT on a tower sufficiently high to keep
the wind turbine out of this 5 m low wind power density
area will enable it to reach a much higher wind power
density area, even when compared to a ground-based
tower of the same height in the undisturbed wind. As
can be seen from these results, RIWT installation loca-
tions must be thoughtfully selected, since (as demon-
strated with Building 4) the wind power availability
changes substantially depending on the placement.
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(a) Computationally predicted wind velocity 

B

A

(b) Logarithmic-based wind velocity as predicted by standard theory

B

A

(c) Ratio of logarithmic to computational outputs highlighting the differences in the methods

B

A

Fig. 19 Comparison of estimated wind velocities based on computational modeling and empirical approaches

xz

Main wind direction

Fig. 20 Scene section of the effect of the buildings on the wind showing the normalized velocity of Eq. 13
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Main wind direction

Fig. 21 Normalized velocity at z=4 m

Inner domain

Outer domain

Fig. 22 Normalized velocity at z=23.1 m

4.3 Pedestrians

A related issue when analyzing wind flow around build-
ings is pedestrian wind comfort. The simulation pre-
sented above for wind production estimation can also be
used for pedestrian wind comfort prediction as shown
in Fig. 32. As is known from the fundamentals of fluid
mechanics [27], when a fluid flows around a cylinder, the
velocity close to the cylinder accelerates to as much as
twice the free stream velocity. Similar behavior occurs
with the flow around buildings. Although this contour
plot is at z=4 m, it corresponds to a height from the
ground of around 2 m, as can be seen when compared
with Fig. 8. In Fig. 32, several spots of high velocities
can be seen, as for instance in A, B, C and D, which
might be critical for pedestrian comfort.

4.4 Aerodynamic forces on the buildings

Another result from the CFD computations is the group
of forces acting on the buildings, as required for struc-
tural design. For example, in Fig. 33 the lift force (i.e.,
the vertical force in z direction, which is perpendicular
to the oncoming flow direction [35,36] on the buildings
is shown. At the vertical walls, there is almost no lift.
However, the lift on the roofs is substantial, irrespec-
tive of geometry [i.e., gabled (Building 1) or flat (all
others)].

In Fig. 34, the horizontal forces on the buildings are
shown. On the roof of the building there is almost no
horizontal force, but the horizontal forces are quite sub-
stantial on the facades and might represent important
input information for structural design. Notably, all the
necessary information on forces and pressure distribu-
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3
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Fig. 23 Detailed view over the buildings of the normalized velocity at z=23.1 m

4

1
2

3

A

Fig. 24 View of the normalized velocity around Building 4

tions on the roofs and facades may be obtained from the
CFD results. These results generally indicate the need
for better wind models and highly precise geometry for
modeling both the building in question and the sur-
rounding structures, as previously highlighted [37,38].

5 Conclusions

In this work, a CFD analysis approach was applied
to explore the possible reasons for the typically dis-

appointing performance of urban RIWTs and potential
mitigation strategies. As a case study for this analy-
sis, a complex real-world geometry of a building, its
surrounding structures, and changes in ground eleva-
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4
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1
2

3

Fig. 25 Predicted power density around Building 4

1
2

3

4

A

Fig. 26 Normalized wind power

tion from - 1.4 m to + 208 m were obtained by ter-
restrial laser scanning. Based on these data, a CFD
simulation was conducted to provide information about
the wind power likely to be available based on the
definition and usage of the wind velocity, the wind
velocity, the normalized wind velocity, the normalized
wind power, and the wind power density as input vari-
ables. These enabled a detailed analysis of projected
wind power available for RIWT usage across the entire
roof in question. The output showed variations of 0 to
4500 kWh/m2 per year at 2 m above the roof, a dif-
ference between non-viability and complete cost recov-
ery in less than 1.5 years for a e16,500 RIWT. This
work also found that an elevation of 5 m above the roof
is needed to harvest unimpeded wind flow. Thus, past

failures of RIWTs appear to have been more related to
installation location than the devices themselves, and
that employment of terrestrial laser scanning can eco-
nomically provide the necessary input data to achieve
a sufficiently accurate wind model for financially viable
RIWT placement. This was demonstrated on a real-
world structure of significantly greater complexity than
is usually considered. Thus, importantly, this approach
addresses real world issues of multi-building complexes
and changes in ground elevation to which overly simple
models and modeling rules are not applicable. Further-
more, the paper demonstrates that CFD implemented
upon highly realistic building geometry is not only a
powerful tool to investigate the best installation loca-
tion for RIWTs in a complex urban environment but
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Fig. 27 Wind energy density per year

Fig. 28 Vorticity around Building 4

Fig. 29 Wind power
density at z=23.1 m height
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5
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Main wind direction

x
z

Fig. 30 Wind power density side view

4 6

5

Main wind direction

x

z

Fig. 31 Wind power density close to Buildings 4, 5 and 6

A

B C

D

Fig. 32 Normalized velocity at a pedestrian height

also a valuable tool for other applications such as wind
force estimations to inform the structural design of
buildings and pedestrian wind comfort analysis.
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