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Abstract We study equilibria of a discrete version of the Landau–de Gennes energy functional for nematic
liquid crystals. We consider the regime of small intersite coupling and present necessary and sufficient
conditions for the continuation of equilibria of the decoupled Landau–de Gennes system. We also identify
a class of small coupling Landau–de Gennes equilibria that correspond to equilibria of a discretized Oseen–
Frank energy. The theory is presented for the case of 2×2 Q-tensors and for the one-elastic-constant energy
functionals in finite lattices and graphs. We also present some immediate consequences of the continuation
theory to Landau–de Gennes and Oseen–Frank gradient dynamics in the small intersite coupling limit. The
results rely on continuation and symmetry arguments and are also related to the construction of breather
solutions of discrete nonlinear Schrödinger equations near the anticontinuous limit, a problem arising in
photonics.

1 Introduction

We study static configurations of a discretized Landau–
de Gennes energy functional in the regime of small
intersite coupling, and their relation to static config-
urations of an analogous discrete Oseen–Frank energy
functional. The two discretized functionals are defined
in graphs and we restrict our attention to one-elastic-
constant models. The main results presented in the
paper are necessary and sufficient conditions for the
continuation of equilibria of the decoupled Landau–de
Gennes discrete theory. As a corollary we show that, in
the limit of vanishing intersite coupling, there is a class
of Landau–de Gennes equilibria with limiting configu-
rations that are Oseen-Frank equilibria. We also give
criteria for the continuation of Oseen–Frank equilib-
ria to Landau–de Gennes equilibria with small intersite
coupling.

The Oseen–Frank and Landau–de Gennes continuum
theories are commonly used models for nematic liquid
crystals [8,16]. The two theories describe the nematic
liquid crystal by different quantities and the Landau–de
Gennes theory can be thought of as a generalization of
the Oseen–Frank theory that includes biaxiality, spa-
tial variations of the order parameter, and more gen-
eral singular-like structures [8,27]. The motivation for
the present work are mathematical results of Majumdar
and Zarnescu [17] for 3-D domains and 3 × 3 Q-tensors
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showing that, as the coupling constant vanishes, the
minimizers of the Landau–de Gennes energy have lim-
its that are Oseen–Frank minimizers. The convergence
is in W 1,2(D), D⊂R3 the domain, and is uniform away
from the vicinity of singularities of the Oseen–Frank
minimizers.

The present work examines a somewhat different but
related problem in a simpler discrete setting, drawing
on an analogy with the notion of the “anticontinu-
ous limit” of breather solutions of discrete nonlinear
Schrödinger (DNLS) equations [13], and using variants
of the implicit function theorem [4,29] and symmetry
arguments. The main relevant results are by Pelinovsky,
Kevrekidis and Frantzeskakis [23,24], see also [25], and
extend results of MacKay and Aubry [14] on the con-
tinuation of isolated breather solutions. We show that
in the case of the 2 × 2 Q-tensor the reduction argu-
ment of [25] leads to necessary and sufficient condi-
tions for the continuation of Oseen–Frank equilibria to
Landau–de Gennes equilibria for small coupling con-
stant. The equation for Oseen–Frank equilibria appears
as the lowest order bifurcation (or reduced) equation for
the continued solutions. A more physical interpretation
of these results is that, for small intersite coupling, the
extra component of the Q-tensor that appears in the
Landau–de Gennes theory is determined by an equa-
tion for the component described by the Oseen–Frank
theory.

The computations used in the proofs also imply that
the Oseen–Frank gradient flow is an approximation of
the dynamics on a stable normally hyperbolic invari-
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ant manifold [9,11,30] of the Landau–de Gennes gra-
dient flow. This means that as the system relaxes to
an equilibrium we should see a faster decay of the
extra Landau–de Gennes components and then a slower
approach to the equilibrium that can be described by
Oseen–Frank components. We note that the relevance
of the anticontinuous limit to equilibria of discrete
parabolic problems is well known, see [5]. The present
problem has additional geometric structure due to the
higher dimension of the target space and symmetries.

The discrete theory concerns finite lattices and
graphs, and splits into two cases, for sets with and with-
out (a discrete analogue of a) boundary, respectively.
The case without boundary has an additional global
SO(2) symmetry that leads to degenerate equilibria.
Immediate extensions of our results to the infinite lat-
tice are expected for some unstable solutions. The con-
tinuation of the more interesting stable configurations
on infinite lattices is possible but not immediate. We
have also obtained generalizations for the 3×3 Q-tensor
case using a similar ideas. The geometry of the anti-
continuous limit equilibria is more involved [15,18] and
the verification of the smooth nondegeneracy conditions
used in the proofs requires longer computations. We
plan to present that case elsewhere. The main contribu-
tion of the present work is to show the application of the
continuation ideas to discrete liquid crystal equations in
the simplest setting that is also of physical interest [21].
The 2 × 2 case also makes the connection to the DNLS
problem immediate: the dimensionality of the target
space is the same and the structure of the quadratic
functional leads to the bifurcation equation of [23,24].
We note that we have only considered discretizations
of the Landau–de Gennes and Oseen–Frank functional
with equal elastic constants. This is a widely used sim-
plification of the two theories [1,10,17,22,27]. Exten-
sions to more general Landau–de Gennes and Oseen–
Frank functionals are discussed in the last section.

A fuller comparison of our results to the original con-
tinuous problem requires further analysis and the con-
sideration of examples. One question is the analogue
of singularities in the discrete problems, we remark on
this in the last section.

The paper is organized as follows. In Sect. 2, we define
the Landau–de Gennes and Oseen–Frank functionals
and state the main results for the 2 × 2 Q-tensor. In
Sect. 3, we present the proofs. In Sect. 4, we remark on
possible extensions.

2 Discrete Landau–de Gennes system and
anticontinuous limit

The Landau–de Gennes theory for nematic liquid crys-
tals is a system of partial differential equations for the
Q-tensor, a q×q symmetric traceless real matrix-valued
function defined on a domain D⊂Rd. The domain D
is the domain occupied by the liquid crystal, and the
matrix Q(x), x ∈ D, describes the orientation of the

nematic liquid crystal at a point x ∈ D, see [8,21,27]
for more details. In the present work, we present results
for the q = 2 case. This case is also of great physical
relevance, as it can be occur in domains of dimension
d = 1, 2, 3.

The equations for static configurations in D are
obtained by extremizing the Landau–de Gennes energy
functional

FLG(Q) =
∫

D

(
L

2
|∇Q|2 + fB(Q)

)
, (1)

where |∇Q|2 =
∑q

i,j=1

∑d
k=1(∂xk

Qi,j)2, and

fB(Q) = −a2

2
tr(Q2) − b2

3
tr(Q3) +

c2

4
(tr(Q2))2.

(2)

L, a, b, c are positive constants that describe the state
and elastic properties of the material, see [18,21,27].
The Dirichlet problem is obtained by varying over con-
figurations with fixed boundary values of Q at ∂D.

A related simpler model for nematic liquid crystals is
the Oseen–Frank theory [16], where the orientation of
the liquid crystal is described by a unit vector field n ∈
Sq−1 defined on the domain D ∈ Rd. The equations are
obtained by extremizing the Oseen–Frank functional

FOF (n) =
∫

D

|∇n|2, (3)

where |∇n|2 =
∑d

k=1

∑q
i=1(∂xk

ni)2. The Dirichlet
problem is obtained by varying over configurations with
fixed boundary values of n at ∂D.

The Oseen–Frank description is more intuitive as it
describes molecules with a preferred direction of align-
ment (n, −n represent the same orientation [21]). The
Q-tensor includes more information, and the Landau–
de Gennes theory can describe the isotropic–nematic
phase transition, spatial variations of a nematic order
parameter, and biaxiality [8,27]. Temperature effects
can be included in the parameters, e.g. the negative sign
in the quadratic part of fB describes a material below
the critical temperature for the isotropic–nematic tran-
sition.

The functionals (1), (3) are commonly studied special
cases of the respective Landau–de Gennes and Oseen–
Frank functionals [1,18,22,27]. The general cases of (1),
(3) include three elastic parameters, see, e.g. [27]. In the
case of d = 3, q = 2, (3) is obtained from the Oseen–
Frank energy [7] using equal values for the elastic (splay,
bend and twist) parameters. In the case d = q = 3, we
obtain (3) by assuming equal elastic parameters and by
adding to the Oseen–Frank energy a divergence term
[10]. Also, the Oseen–Frank functional (3) and its gen-
eralizations can be obtained from the general versions of
the first term of (1) using the “uniaxial approximation”
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(or Ansatz), see [19,27]. The results below are a mathe-
matical justification of this approximation for the q = 2
discrete case in the vanishing coupling limit. Extensions
to the more general Landau–de Gennes functionals are
discussed briefly in the last section.

The gradient flows of −FLG, −FOF describe relax-
ation to equilibria, and can be coupled to other con-
tinuum theories, e.g. electromagnetism, and fluid flow
[7,21]. Discrete versions of the above systems are used
in numerical computation [6,20] and are also relevant
to studies at the nano-scale, e.g. colloids [27].

The present study was motivated by the question of
the limit of energy minimizing static configurations of
(1) as L → 0+ [17], i.e. the elastic constant is small
compared to the parameters in fB, see [26] for the phys-
ical relevance of this limit. We will address this and
related questions in a discrete version of the theory,
using instead continuation ideas, especially the exten-
sion of the anticontinuous limit of [2,14] to problems
with degeneracy in the decoupled limit [23,24].

In the discrete version of the Landau–de Gennes the-
ory, Q will a function on a discrete set G. We assume
that G has the structure of a graph, that is a pair
(G, c) defined by the discrete set G and a function
c : G × G → {0, 1} satisfying c(n, n) = 0, ∀n ∈ G, and
c(n,m) = c(m,n), ∀n, m ∈ G. The matrix c is the con-
nectivity matrix of the graph, with c(n,m) = c(m,n) =
1 (0) representing sites n, m that are connected (not
connected).

We further consider a set ∂G⊂G, and let G = G \ ∂G.
In applications to numerical solution of the Landau–

de Gennes system in domains D⊂Rd, G and ∂G will
be discrete analogues of D and the boundary ∂D
respectively. The use of graphs allows for more variety,
e.g. lattices on more general manifolds, domains with
holes, and discretization of branched manifolds, see, e.g.
Fig. 1. The first two graphs (from left) represent dis-
cretizations of the circle and the interval respectively,
in the third graph indicates branching and more varied
boundaries.

We will thus consider two versions of the discrete
theory, where (i) the discretized functional is defined
on functions on G, and (ii) the discretized functional is
defined on functions on G. In the second case the values
at ∂G are fixed and play the role of boundary values.

Let Symq
0 denote the set of symmetric traceless q × q

real matrices. Also, given A⊂G we let X(A) denote the
set of functions f : A → Symq

0. We have X(G) ≈ Rdq|A|

Given A1, A2 disjoint subsets of G such that A1 ∪A2 =
G, we have X(G) = X(A1)×X(A2), and we may write
Q ∈ X(G) as Q = [Q1, Q2] with Qj ∈ X(Aj).

The first discrete version of FLG we consider will have
the form

F = LF2 + F4, (4)

with F2, F4 : X(G) → R defined by

F2(Q) =
1
4

∑
n,m∈G

c(n,m)|Q(n) − Q(m)|2, (5)

where |M |2 =
∑q

i,j=1 M2
i,j , and

F4(Q) =
∑
n∈G

fB(Q(n)), (6)

with fB as in (2). The set Symq
0 is a real linear space of

dimension dq = q(q−1)
2 − 1 and X(G) is a linear space

of dimension |G|dq. The functionals F2, F4 are real
analytic.

Equilibria are critical points of F in X(G) and satisfy
∇F(Q) = 0. The gradient flow is Q̇ = −∇F(Q). The
phase space is X(G) ≈ Rdq|G|.

To define the discrete analogue of equations with
Dirichlet boundary data, we consider (a nonempty)
∂G ⊂ G, and choose a function Qb : ∂D → Symq

0.
Let G = G \ ∂G. We have X(G) = X(G) × X(∂G).
Then the second discretized version of FLG will have
the form

F = LF2 + F4, (7)

with F2, F4 : X(G) → R defined by

F2(Q,Qb) = F2([Q,Qb]), F4(Q,Qb) = F4([Q,Qb]),
(8)

with F2, F4 as in (5), (6), respectively. The functions
F2, F4 are real analytic.

Equilibria are critical points of F in X(G) and sat-
isfy the equations ∇QF(Q,Qb) = 0. The gradient flow
is Q̇ = −∇QF(Q,Qb). The phase space is X(G) ≈
Rdq|G|. The function Qb represents Dirichlet data at
∂G.

We consider the problem of continuation of L = 0
solutions in the discrete setting. To state our main
results we consider first the discrete critical point equa-
tions for L = 0. At L = 0 the equations for the critical
points of F , F

at different sites decouple and it suffices to study solu-
tions of the dq equations

∇fB(Q) = 0, (9)

with Q ∈ Symq
0.

The solutions for cases q = 2, 3 are well-known [15,
18]. We focus on the case q = 2, where dq = 2.

Proposition 1 The set of critical points of fB in
Sym2

0 ≈ R2 is the union of the following disjoint
sets: (i) the origin {0}, and (ii) an embedded mani-
fold Σ2 ≈ S1. The infimum of fB in Sym2

0 is attained
at the points of Σ2.

The critical points of F4, F4 are, therefore, maps
from G, G, respectively, to either Σ2 or the origin. We
classify them according to their support.

Denote the 1-torus (i.e. the circle S1) by T. Then
the set of maps from G to {0, Σ2} and support in U is
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Fig. 1 Examples of graphs with and without boundaries. Circles represent interior points. Squares represent boundary
points, where the value of Q is fixed

denoted by C0(F4, U). By Proposition 1, C0(F4, U) ≈
T|U |. Similarly, the set of maps from G to {0, Σ2} and
support in U is denoted by C0(F4, U). By Proposition 1,
C0(F4, U) ≈ T|U |. The sets C(F4, U), U⊂G, are inde-
pendent of the choice of the boundary data.

Note that given two different subsets U , V of G with
nonempty union, the corresponding sets C0(F4, U),
C0(F4, V ) are disjoint. A similar statement holds for
manifolds of critical points of F4.

The main question we address is which of the L = 0
equilibria can be continued to solutions of the L > 0
problem. We will present necessary and sufficient con-
ditions.

We note that the most interesting case is the con-
tinuation of critical points that are minima of F4, and
F4. We will see that this corresponds to critical points
in C0(F4, U), with U = G, and C0(F4, U) with U = G,
respectively All other critical points will be shown to be
unstable under −∇F4, −∇F4, respectively. Their con-
tinuation is also expected to be unstable. We include
them because they may be of dynamical interest. Also
the continuation argument is the same for all choices of
U .

We first state the results for the case without bound-
aries. The discretized functional F then has a global
SO(2) symmetry defined in the next section. A conse-
quence is that the critical points of F are not isolated.

Lemma 1 Let q = 2, then every critical point of F
belongs to a circle of critical points of F .

We first state a (necessary) condition that must be
satisfied by a one parameter family Q(L), L ∈ [0, ε0),
of critical points of F = LF2 + F4 that is continued
from a L = 0 critical point that belongs to C0(F4, U).

Proposition 2 Let q = 2. Let Q(L) ∈ Symq
0 be a criti-

cal point of F = LF2+F4, for every L ∈ [0, ε0]. Assume
also that Q(L) is C1 in [0, ε0] and that there exists U⊂G
such that Q(0) ∈ C0(F4, U). Then Q(0) is a critical
point of F2, restricted to C0(F4, U).

Thus, the continued branches must be critical points
of the quadratic functional F2, restricted to the |U |-
torus C0(F4, U). The equation for these critical points
will be referred to as the reduced (or bifurcation equa-
tion) at L = 0. Note that the assumed critical points
belong to circles of critical points. This fact is not essen-
tial for stating the necessary condition.

The second result states that satisfying the bifurca-
tion equation at L = 0 is also a sufficient condition
for continuation, provided an additional nondegeneracy
condition is also satisfied.

A manifold M of critical points of F is nondegener-
ate if for every Q ∈ M the nullspace of ∇2F(Q) has
dimension dim(M).

We then show that nondegenerate solutions of the
bifurcation equation at L = 0 can be continued to cir-
cles of equilibria of the L 	= 0 problem.

Proposition 3 Let q = 2. Let U be a nonempty sub-
set of G. Suppose that S0 is a nondegenerate circle
of critical points of F2, restricted to C0(F4, U). Then
there exists L(ψ0) > 0 and a unique one-parameter
real analytic family S(L), |L| < L(ψ0), of circles of
critical points of F(Q) = LF2(Q) + F4(Q), for all
L ∈ [0, L(ψ0)), that also satisfies S(0) = S0.

The results for the discrete problem with boundary
are similar. In this case the energy F does not have
the global SO(2) symmetry. This is due to the pres-
ence of boundary data, specifically pairwise interaction
terms in F2 involving a site in the “interior” G and the
“boundary” ∂G. As the boundary values are kept fixed,
we can not apply the symmetry to them. A consequence
of the lack of this symmetry is that critical points of F
can be isolated.

The first statement is a necessary condition for
branches Q(L), L ∈ [0, ε0), of critical points of F =
LF2 +F4 that are continued from L = 0 critical points.

Proposition 4 Let q = 2. Let Qb : ∂G → Sym2
0. Let

Q(L) ∈ Sym2
0 by a critical point of F = LF2(Q,Qb) +

F4(Q,Qb), for every L ∈ [0, ε0]. Assume also that Q(L)
is C1 in [0, ε0] and that there exists a nonempty U⊂G
such that Q(0) ∈ C0(F4, U). Then Q(0) is a critical
point of F2 restricted to C0(F4, U).

The equation for the critical points of F2 restricted
on the |U |-torus C0(F4, U) is the bifurcation or reduced
equation at L = 0. We note here that the boundary con-
ditions will appear in the bifurcation equations through
the pairwise couplings between sites of G and ∂G.

Nondegenerate solutions of the bifurcation or reduced
equation at L = 0 can also be continued to equilibria
of the L = 0 functional. Nondegeneracy here means
nondegeneracy of the Hessian of the reduced functional
F2 restricted to C0(F4, U) at the critical point.

Proposition 5 Let q = 2. Let U be an nonempty
subset of G Also let Qb : ∂G → Sym2

0. Suppose
that ψ0 is a nondegenerate critical point of F2(·, Qb),
restricted to C0(F4, U). Then there exists L(ψ0) > 0 and
a unique one-parameter real analytic family Q(L,ψ0),
|L| < L(ψ0) satisfying (i) Q = Q(L,ψ0) is a critical
point of F(Q,Qb) = LF2(Q,Qb) + F4(Q,Qb), for all
L ∈ [0, L(ψ0)), and (ii) Q(0;ψ0) = Q0.
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A subcase of special interest is that of U = G, with
the image Qb in Σ2.

The above connect the continuation of the anticon-
tinuous limit solutions to properties of critical points of
the F2, and F2 restricted to the |U |-tori C0(F4, U), and
C0(F4, U), respectively. The corresponding bifurcation
equations at L = 0 are guaranteed to have solutions
precisely because of the variational structure. However,
finding these solutions and verifying the nondegeneracy
conditions is a nontrivial problem and will in most cases
require numerical computation. A few explicit solutions
are known from studies of the discrete vortices of the
DNLS [23], and this is due to the fact that the bifur-
cation equations of the present problem coincide with
ones seen in the DNLS problem. This becomes clear in
the next section.

The continuation results allow us to determine the
solutions of the L = 0 problem that can be contin-
ued for L 	= 0 by solving equations for the variables
parametrizing sets of the L = 0 equilibria, i.e. the |U |-
tori. It should be emphasized that the L 	= 0 solu-
tions have additional components. These components
are given by a function that is defined on the |U |-tori.
The existence of this function is described in Lemma 3
in the next section.

The continuation results above do not depend on the
sign of L. The range L < 0 is not physical, but the
observation underlines the methods used in the proofs.
(The sign of L will affect the stability of the gradient
flows.) We will not address the stability of continued
solutions in detail here. The stability in the directions
on the |U |-tori requires a detailed analysis. These direc-
tions belong to the kernel of the linearization around
these equilibria at L = 0. In all other directions we see
persistence of stable and unstable directions as we vary
L. Thus unstable L = 0 equilibria that can be continued
remain unstable.

In the special case where U = G (for F2) and U = G
and Qb ∈ Σ2 (for F2), these critical points coincide
with critical points of a suitable discretization of the
Oseen–Frank functional. The discretization of Oseen–
Frank energy follows along the lines of the discretization
of the Landau–de Gennes energy above, and is given in
the next section, see (36), (37).

Proposition 6 Let q = 2. (i) Let U = G. Then crit-
ical points of the function F2, restricted to C0(F4, U)
are in a one-to-one correspondence with critical points
of suitable discretization of the Oseen–Frank functional
on functions on G, see (36). (ii) Let U = G, and con-
sider a Qb with values in Σ2. Then critical points of
the function F2, restricted to C0(F4, U) are in a one-
to-one correspondence with critical points of a suitable
discretization of the Oseen–Frank functional on func-
tions on G that also depends on Qb, see (37).

Thus, the equilibria of the decoupled Landau–de
Gennes energy that satisfy the necessary continuation
condition are Oseen–Frank equilibria. Following the
observation for arbitrary U , the continued Landau–de
Gennes L 	= 0 equilibria have additional components

that are however a function of the Oseen–Frank vari-
ables. This function is constructed in Lemma 3. Com-
paring with [23], we see that the equation for Oseen–
Frank equilibria is the bifurcation equation for the con-
tinuation of DNLS breathers.

The calculations used to prove the above imply the
existence of normally hyperbolic submanifolds of the
Landau–de Gennes flow. We use the definition of nor-
mal hyperbolicity in [30].

Proposition 7 Let q = 2. Let r ≥ 1. (i) Let U be a
subset of G. Then set C0(F4, U) is r-normally hyper-
bolic under the flow of −∇F4. Let U c = G \ U . Every
point of C0(F4, U1) has 2|U c| unstable directions, and
|U | stable directions. (ii) Let Qb : ∂G → Symq

0. Let U be
a subset of G. Then set C0(F4, U) is r-normally hyper-
bolic under the flow of −∇QF4(Q;Qb). Let U c = G \ U .
Every point of C0(F4, U1) has 2|U c| unstable directions,
and |U | stable directions.

The appearance of normal hyperbolicity is a conse-
quence of the gradient structure of the flow, the dimen-
sionality of the target space, and the additional local
SO(2) symmetry of the L = 0 problem.

The role of normal hyperbolicity in this problem
can be explored further. A first consequence of nor-
mal hyperbolicity at L = 0 that all the invariant
sets C0(F4, U) and C0(F4, U) persist for |L| sufficiently
small, see e.g. [30]. In the case of empty U c, and L > 0,
the Landau–de Gennes gradient flow on the invariant
manifold is a deformed version of the Oseen–Frank flow.
In addition we can argue that the L 	= 0 critical points
of the continuation results above must belong to the
L 	= 0 perturbed invariant manifolds. Note that in the
case L = 0 the invariant set of the Landau–de Gennes
flow is stable only for U = G, U c = ∅. This also implies
linear instability of the continued equilibria for U c 	= ∅.
These considerations also explain why extensions to the
case of infinite lattices with empty U c are not imme-
diate. We further comment on this point in the last
section.

3 Continuation of anticontinuous limit
solutions, bifurcation equation, and
Oseen–Frank model

In this section, we present proofs of the results. The
proofs of Propositions 2, 4 (necessary conditions) and 3,
5 (sufficient conditions) follow along the lines of [25]. We
here present somewhat extended versions, with some
added details. The main step is Lemma 3, allowing
us to reduce the equation for critical points of F , F
for small |L| to an equation for the angular variables
along the L = 0 critical points. This is the bifurcation
(or reduced) equation. The argument uses the implicit
function theorem, see [4], ch. 4, for the real analytic ver-
sion. The reduced equation we present here is global,
i.e. valid on the whole |U |-torus. We also emphasize
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that in the case without boundaries the function giv-
ing us the other components is equivariant under the
global SO(2) symmetry. The necessary conditions for
continuation follow by examining the structure of the
bifurcation equation at L = 0. The sufficient conditions
follow from the implicit function theorem and symme-
try considerations for the L = 0 bifurcation equation.

Proposition 6, connecting the bifurcation equation to
discrete Oseen–Frank equilibria in the case of empty
U c, follows from a straightforward computation. We
include the connection to the the bifurcation equation
for DNLS breathers [23,24]. Also, Proposition 7 follows
from the definition of normal hyperbolicity (that we do
not include), see [30], pp. 20–22.

The first step is an analysis of the critical points of
fB of (2), and of the L = 0 critical points of F , F .
Considering fB , we write the Q-tensor as

Q =
[

q1 q2
q2 −q1

]
, (10)

we then have by (2)

fB(Q) = −a2(q21 + q22) + c2(q21 + q22)
2. (11)

Using polar coordinates q1 = r cos ψ, q2 = r sin ψ, and
fB(Q) = −a2r2 + c2r4.

Therefore, the set of critical points of fB in Sym2
0

consists of (i) the origin, (ii) the set (circle) of points

r =
a√
2c

, ψ ∈ [0, 2π). (12)

Lemma 2 The critical sets of fB in Sym2
0 are nonde-

generate. At the origin we have ∇2fB(0) = −2a2I, I
the 2×2 identity. At the circle (12) we have f ′′

B( a√
2c

) =
4a2. The other entries of the Hessian in polar coordi-
nates vanish on this set.

Proof The statements follow from (11). �
Proof of Proposition 1 (i): We immediately have the
critical points of the statement, with Σ2 the circle (12).
By (11), fB is coercive and by Lemma 2 the infimum
of fb is attained on Σ2. �

Thus any solution Q of ∇F4 = 0 is specified by a set
U⊂G, and a function Θ : U → T, and is given by

r(n) =
a√
2c

, ψ(n) = Θ(n), n ∈ U ;

Q(n) = 0, n ∈ U c, (13)

where U c = G \ U .
Similarly, any solution Q of ∇QF4(Q;Qb) = 0 is spec-

ified by a set U⊂G, and a function Θ : U → T, and is
given by

r(n) =
a√
2c

, ψ(n) = Θ(n), n ∈ U ;

Q(n) = 0, n ∈ U c, (14)

where U c = G \ U . Here the static solution is also deter-
mined by the boundary data Qb.

Note that, considering the linear stability of critical
points (13), (14) under the flows −∇F4,−∇QF4(Q;Qb),
respectively, every point in U c leads to two unstable
directions. Continuations of L = 0 equilibria (13), (14)
with nonempty U c will also be unstable by standard
perturbation arguments for symmetric matrices [12].

To study of critical points of F and F , we may use
different coordinate systems for the target space Sym2

0

at each site n of G and G respectively. We refer to the
coordinates q1, q2 of (10) as Cartesian coordinates. The
coordinates r, θ above will be referred as polar coordi-
nates. The polar and Cartesian coordinate systems are
diffeomorphic in the vicinity of the circle of (12).

To prove the results we parametrize a neighborhood
of the tori T|U | of C0(F4, U), C0(F4, U) in X(G), X(G),
respectively, using mixed polar-Cartesian coordinates

ψ(n) ∈ R, ρ(n) ∈ V, n ∈ U, (15)

with V an open interval in R, and

x(n) ∈ R2, n ∈ U c, (16)

where U c = G \ U or G \ U .
The variable ψ(n) belongs to R, which covers T

at the site n ∈ U . The ρ(n) parametrize the direc-
tions that are transverse to the circle T on the plane.
We are interested in the critical points of functions on
R|U | × V |U | × R2|Uc| that are 2π-periodic in the first
|U | variables ψ(n), n ∈ U .

In particular, let G be either F or F with U , U c

defined as above for each case. Then G is a real-valued
function on R|U | ×V |U | ×R2|Uc| that is 2π-periodic on
each variable ψ(n), n ∈ U .

Configurations in C0(F4, U) or C0(F4, U) are of the
form [ψmod(2π), ρ0, 0], with ψ ∈ R|U |. The vector ρ0
can be the origin, i.e. choosing V to an interval around
the radius a/

√
2c in (13) or (14). We can then write

any Q ∈ X(G), X(G) in the neighborhood of the sets
C0(F4, U), C0(F4, U) respectively as [ψmod(2π), ρ, x],
ψ ∈ R|U |, ρ ∈ V |U |, x ∈ R2|Uc|.

We let

gn = ∂ψn
G, n ∈ U ; (17)

hn = ∂ρn
G, n ∈ U ; (18)

f j
n = ∂xj

n
G, n ∈ U c, j = 1, 2. (19)

Denoting the corresponding vectors by g ∈ R|U |, h ∈
R|U |, f ∈ R2|Uc|, and letting z = [ρ, x] ∈ V |U | ×R2|Uc|,
we let

Fψ(ψ, z, L) = g(ψ, z, L),
Fz(ψ, z, L) = [h(ψ, z, L), f(ψ, z, L)]. (20)

Both Fψ, Fz are 2π-periodic in each variable ψ(n), n ∈
|U |.
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Then critical points of G in the vicinity of C0(F4, U)
(for G = F) or C0(F4, U) (for G = F) are solutions of

Fψ(ψ, z, L) = 0, Fz(ψ, z, L) = 0. (21)

This follows form the fact that polar-Cartesian coordi-
nate system is nonsingular in the neighborhood of the
sets C0(F4, U) (for G = F) and C0(F4, U) (for G = F).

We note that F is invariant under the global SO(2)
action

Q(m) �→ AQ(m)AT , m ∈ G, (22)

where A is an arbitrary special orthogonal 2×2 matrix.
Let A be rotation by an angle φ. In the region where
the polar-Cartesian system is defined, this action has
the form ψ(j) �→ ψ(j) + 2φ, ρ(j) �→ ρ(j) at the sites
j ∈ U , and x(j) �→ A2x(j) at the sites j ∈ U c.

Proof of Lemma 1 By a standard argument the image
of any critical point of F under (22), A ∈ SO(2) arbi-
trary, is also a critical point of F . Also the orbit of any
point under the action (22), A ∈ SO(2) arbitrary, is a
circle. �
Lemma 3 Let q = 2, and let G = F or F . (i) There
exists L0 > 0 such that for every ψ ∈ R|U | and L ∈
(−L0, L0) there exists a unique z(ψ,L) ∈ V |U | ×R2|Uc|
satisfying

Fz(ψ, z(ψ,L), L) = 0. (23)

The solution z(ψ,L) is 2π-periodic in each ψ(n), n ∈
|U |, real analytic in ψ, ∀ψ ∈ R|U |, and L, ∀L ∈
(−L0, L)), and satisfies z(ψ, 0) = z0 = [ρ0, 0]. (ii) In
the case where G = F , z(ψ,L) = [x(ψ,L), ρ(ψ,L)] has
the following equivariance property, ∀L ∈ (−L0, L0):
let ψ̃(j) = ψ(j) + φ, j ∈ |U |, φ an arbitrary real. Let
A be the matrix of rotation by φ/2 on the plane. Then
z(ψ̃, L) = [x̃, ρ̃], where x̃(j) = Ax(j), ∀j ∈ U c, and
ρ̃(j) = ρ(j), ∀j ∈ U .

Proof (i) Fix ψ ∈ R|U |. The solution of Fz(ψ, z, 0) is
z0 = [ρ0, 0]. We first want to show that there is a unique
one-parameter family z(ψ,L), L ∈ (−ε, ε) for some ε >
0 satisfying Fz(ψ, z(ψ,L), L) = 0. We want to apply the
implicit function theorem, and we first need to check
that the derivative DzFz(ψ, z0, 0) of Fz with respect to
z at L = 0 is invertible. We have

DzFz(ψ, z0, 0) =
[∇2

ρG(ψ, z0, 0) 0
0 ∇2

xG(ψ, z0, 0)

]
.

(24)

The block-diagonal structure is due to the fact that the
z and ρ components come from uncoupled sites in U c,
U , respectively. Similarly, by lack of coupling between
the sites at L = 0 it suffices to examine fB at its critical
points.

We consider first the origin. Using (10), (11), and
Lemma 2,

we have

∇2
xG(ψ, z0, 0) = −2a2I, (25)

with I the 2|U c| × 2|U c| identity. For the sites of U , we
have by Lemma 2

∇2
ρG(ψ, z0, 0) = 4a2I, (26)

with I the |U | × |U | identity.
Combining (24), (25), (26), DzFz(ψ, z0, 0) is nonsin-

gular. The function Fz is real analytic in z and L in
the vicinity of z = z0 and L = 0, and we can apply
the analytic implicit function theorem, see, e.g. [4], to
obtain the one-parameter family of solutions z(ψ,L) of
Fz = 0, |L| < ε. Furthermore, z(ψ, 0) = z0. The state-
ment holds for arbitrary ψ and by the 2π-periodicity of
Fz in the variables ψ(n), n ∈ |U |, z(ψ,L) is also 2π-
periodic in the ψ(n), ∀n ∈ |U |. By the compactness of
T|U | we may choose ε = L0 independent of ψ. Since
Fz is also real analytic in ψ, the implicit function the-
orem with ψ as a parameter implies that z is also real
analytic in ψ.

To show (ii), we claim that by the global SO(2) sym-
metry of F , applying (22) to each site, A rotation by
φ/2, to a solution [ψ, z], z = [ρ, x], of the second equa-
tion of (21), we obtain another solution [ψ̃, z̃] of the sec-
ond equation of (21), where ψ̃(j) = ψ(j) + φ, ∀j ∈ |U |,
z̃ = [ρ̃, x̃], ρ̃(j) = ρ(j), ∀j ∈ |U |, x̃(j) = Ax(j), ∀j ∈ U c.

By uniqueness of the solution for each ψ, assuming
|L| < L0, we must then have z̃(ψ,L) = z(ψ̃, L), which
implies the statement.

To see the claim, consider a smooth functional L in
Rm = V1 × V2, Vj = Rmj , and a diffeomorphism h
in Rm such that L ◦ h = L in Rm. Assume also that
h = [h1, h2], where the hj are diffeomorphisms in Vj ,
j = 1, 2. Let q = [q1, q2], and assume D2L(q1, q2) = 0,
then by the chain rule

D2(L ◦ h)(q) = D2L(h(q))Dh2(q2). (27)

On the other hand, by L◦h = L in Rm, and q a solution
of D2L = 0 we have

D2(L ◦ h)(q) = D2(L)(q) = 0.

Then the fact that Dh2(q2)) is nonsingular and (27)
imply D2L(h1(q1), h2(q2)) = 0. The claim follows by
letting ψ ∈ V1, z ∈ V2, and h1(ψ) = ψ̃, h2(z) = z̃. �

We remark that in the case G = F , Fz and Fψ also
depend on the boundary values Qb. This parameter
does not affect the linearization around the L = 0 solu-
tion, but does affect the size of the perturbation for
L 	= 0. Since the perturbation includes terms arising
from the coupling terms F2, F2, we expect that in near
ψ ∈ T|U | with larger difference between Q(n) ∈ Σ2
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at neighboring sites the interval of L for which we can
continue is expected to become smaller. These details
of the problem are glossed over by compactness, but
are worth examining further in examples. (As in [17]
we may want to assume that Qb takes values in Σ2.)
Another hidden parameter is the set G, e.g. a larger
graph would affect the size of the L 	= 0 perturbation.
Here a relevant question is the behavior as we refine a
grid that approximates a domain.

By Lemma 3, for L sufficiently near the origin, solu-
tions of (21) are determined by solutions of the first
equation of (21) with z(ψ,L) a solution of the second
equation of (21). Thus, the problem is reduced to solv-
ing the the reduced (or bifurcation) equation

g(ψ, z(ψ,L), L) := Fψ(ψ, z(ψ,L), L) = 0, ψ ∈ T|U |.
(28)

Given a solution ψ of the reduced equation, the com-
ponents ρ, x of the critical equilibrium are given by
z(ψ,L).

Note also that a local version of the reduction lemma
above is also possible. In such a version the interval of
L will depend on the point ψ ∈ T|U | around which we
apply the implicit function theorem. The reduced equa-
tion is again (28) but can be valid for a larger interval
of L. This may be of interest for further study. The con-
stant L0 > 0 of Lemma 3 exists by compactness, but
also takes into account the worst case scenario from con-
figurations that may not be near interesting solutions
of the reduced equations.

The continuation conditions are obtained by the
bifurcation equation at L = 0. The proof also implies
that the bifurcation equation has a variational struc-
ture.

Proof of Propositions 2, 4 Let

g(ψ,L) := g(ψ, z(ψ, l), L), (29)

g as in (28), then by (17), and Eq. (23) for z(ψ,L), we
have

g(ψ,L) = ∇ψG(ψ, z(ψ,L), L). (30)

Letting also G2 be F2 or F2 (for Propositions 2, 4,
respectively) we see that since both F4 and F4 are inde-
pendent of the angular variables ψ, (30) is

g(ψ,L) = ∇ψLG2(ψ, z(ψ,L)). (31)

By the real analyticity of the functions z and G, we
can expand g in powers of L as

g(ψ,L) =
∞∑

k=1

Lkgk(ψ), |L| < L0. (32)

The lowest order term is

g1(ψ) = ∇ψG2(ψ, z(ψ, 0)) = ∇ψG2(ψ, z0). (33)

By the hypothesis of Propositions 2, 4, and Lemma 3,
we have a branch ψ(L), L ∈ [0, ε0), of solutions of
g(ψ(L), L) = 0, and, therefore,

L−1g(ψ(L), L) = 0, ∀L ∈ (0, ε0). (34)

Taking the limit L → 0+, and using (32), (33), we have
that Θ = ψ(0) satisfies

g1(Θ) = ∇ψG2(Θ, z0) = 0. (35)

Using the definition of z0, see Lemma 3, and the Q-
tensors defined by (13), (14), we have the statements of
Propositions 2, 4, respectively. �

We now give sufficient conditions for the continuation
of solutions of (35) to solutions of (28) for L sufficiently
near the origin. By the periodicity in the variables ψ(j),
j ∈ |U |, Eq. (35) always has solutions, the critical points
of G2 on T|U |.

The difference between Propositions 3 and 5 is that
in the first the problem has an extra SO(2) symmetry
under the global rotation ψ(j) �→ ψ(j) + φ, j ∈ U , φ
an arbitrary real. In particular, the invariance of F2 :
X(G) → R under (22), and the equivariance of z(ψ,L)
under the global rotation from Lemma 3, imply that
F2(ψ, z(ψ,L)) is also invariant under ψ(j) �→ ψ(j)+φ,
j ∈ U , φ an arbitrary real, for all |L| < L0. Thus all
critical points of F2(ψ, z0), ψ ∈ T|U |, belong to circles,
the orbits of any critical point by the global rotation.

Proof of Proposition 3 By Lemma 3 and (31), to find
critical points of F , |L| < L0, it suffices to find criti-
cal points of the functional E(ψ,L) = F2(ψ, z(ψ,L)),
|L| < L0, defined for ψ ∈ T|U |, i.e. z is known. We
want to show the existence of critical points of E(·, L)
for |L| sufficiently small by continuing critical points of
E(·, 0) = F2(·, z0). By Lemma 3 the functional E(ψ,L)
is real analytic and invariant under the global rotation
ψ(j) �→ ψ(j)+φ, j ∈ U , φ an arbitrary real, ∀|L| < L0.

By the definition of nondegeneracy, the Hessian of
F2(·, z0) has a one-dimensional nullspace, along the
orbit of the global rotation. We use a local cooor-
dinate system in the neighborhood of circles of crit-
ical points of F2(·, z0). These circles are parallel to
the diagonal in T|U |. For example, using the variables
ϕ = [ϕ(1), . . . , ϕ(|U |)] defined by ϕ = Mψ, M an
orthogonal matrix such that

ϕ(1) =
1√|U | [ψ(1) + · · · + ψ(|U |)],

we see that E(Mϕ,L), is independent of ϕ1, ∀|L| <
L0. We apply the implicit function theorem to con-
tinue uniquely in the neighborhood of nondegenerate
critical points φ⊥ = [φ(2), . . . , φ(|U |)] of F2(Mφ, z0).
For each such φ⊥ we have a unique real analytic
branch of solutions φ⊥(L), L sufficiently near the ori-
gin, with φ⊥(0) = φ⊥. The value of the variable φ1 ∈
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[0, 1/
√

m2π) parametrizing the circle of critical points
is arbitrary and we thus have a circle of critical points
of E(·, L) in T|U |. �

Proof of Proposition 5 In this case, a nondegenerate
critical point is an isolated critical point. Also the Hes-
sian of F2(·, z0) at such a point is nonsingular. The
statement follows from the implicit function theorem.

�

We now show the connection between the reduced
functionals appearing in the bifurcation equation and
discretized Oseen–Frank functionals. In the case with-
out boundary, we discretize the Oseen–Frank functional
FOF of (3) by

FOF (n) =
1
2

∑
n,m∈G

c(n,m)|n(n) − n(m)|2,

n : G → T. (36)

In the case where the domain has a boundary, we
consider configurations n = [n,nb], n : G → T, with
given boundary values nb : ∂G → T. The discretized
Oseen–Frank functional will be then defined by

FOF (n) = FOF ([n,nb]). (37)

Proof of Proposition 6 (i) Equation (35) is the equa-
tion for critical points of F2, see (5), over configura-
tions

Q(m) =
a√
2c

[
cos ψ(m) sin ψ(m)
sin ψ(m) − cos ψ(m)

]
, (38)

for all sites m ∈ G. In expression (5) for F2, we have
sums of |Q(n) − Q(m)|2, n, m ∈ G, and we compute

|Q(n) − Q(m)|2 =
2a2

c2
(1 − cos(ψ(n) − ψ(m))) ,

(39)

for all n,m ∈ G. Consider also the discretized Oseen–
Frank functional FOF of (36) with n(k) = [cos φ(k), sin
φ(k)], for all k ∈ G. We compute

|n(n) − n(m)|2 = 2 − 2 cos(φ(n) − φ(m)), (40)

for all n,m ∈ G.
Comparing (5), (36) and (39), (40), the functionals

F2 and FOF are the same, modulo constants, and the
relation φ(m) = ψ(m), for all m ∈ G.

(ii) We use the discretized functional (37) with
n(k) = [cos φ(k), sin φ(k)], for k ∈ G, similarly for the
sites of ∂G. Thus, all pairwise interactions are as in (i),
and the calculation is the same. �

The connection with the DNLS equation arises by
noting that the analogue of F2, restricted on |U |-tori is
the quadratic energy functional

H2 =
∑

n,m∈G

|A(n) − A(m)|2,

restricted to the set of all A(n) = reiφ(n), φ(n) ∈ R,
if n ∈ U , and A(n) = 0 if n ∈ U c, see, e.g. [25]. The
restricted functional, denoted by h2, is then

h2 =
∑

n,m∈U

|A(n) − A(m)|2

= r2
∑

n,m∈U

[2 − 2 cos(φ(n) − φ(m)].

We thus recover the pairwise interactions of the dis-
crete Oseen–Frank functional. We observe that pair-
wise interactions between sites in U and U c contribute
a constant term that is omitted. Similar observations
apply to the case with boundary, in that case we have
additional quadratic coupling between sites of G and
∂G.

Proof of Proposition 7 (i) This is immediate from
Lemma 2 and the definition of r-normal hyperbolicity,
see [30], p. 20-22. The dimension of C0(F4, U) is |U |.
Each site n ∈ U c contributes two unstable directions.
Each site n ∈ U contributes one stable direction. (ii)
The dimension of C0(F4, U) is |U |. Each site n ∈ U c

contributes two unstable directions. Each site n ∈ U
contributes one stable direction. �

4 Discussion

We have presented necessary and sufficient conditions
for the continuation of anticontinuous limit static solu-
tions of a discretized Landau–de Gennes functional in
lattices and graphs. The construction is related to the
question of continuation of breather solutions of dis-
crete NLS equations, with some obvious differences due
to the presence of boundary values, and the parabolic
nature of the liquid crystal problem.

We have examined the case of 2 × 2 Q-tensor case
for the equal constant theories. These simplifications
are models of physical interest, e.g. in the experimen-
tal devices described in [1,22]. The resulting bifurca-
tion equation is the equation for continuation of the
DNLS breathers. We have also remarked that in the
case where U c non-empty the L = 0 and continued
solutions are linearly unstable. This means that the
immediate extension of the breather machinery to the
continuation of finite support L = 0 solutions in infi-
nite domain, as in [14,23–25], is less interesting in the
nematic liquid crystal problem. Possible extensions to
infinite lattices can use similar ideas, see, e.g. [3], but
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we need to define reasonable notions of boundary con-
ditions. This seems possible in some domains, e.g. infi-
nite strips. The global reduction Lemma 3 also used the
compactness of the finite dimensional tori, the argu-
ment an infinite torus will require some uniform esti-
mate of the perturbation. Another option is to use a
local reduction statement to study the continuation of
particular Oseen–Frank equilibria.

Also of interest is the behavior of the continuation
arguments as we approximate a compact planar domain
by finer grids. The discrete problem in a fixed graph
does not include a precise notion of dislocations or other
singularities of the continuous theories. We expect how-
ever that the discrete analogue of singularities are large
differences between neighboring sites. We noted that
such large differences increase the size of the perturba-
tion and decrease the interval of L in the continuation
statements. These observations can be made quantita-
tive, this is left for future work. We note that graphs
provide a simple way to approximate more general sets
where these questions are relevant, such as intervals
joined at one or several points. The dependence of static
configurations on the boundary values is another inter-
esting problem.

We note that we have extended some of the results of
the paper for the discrete Landau–de Gennes functional
with a 3×3 Q-tensor. That case has some complications
that are hidden from the present work and are related
to the structure of the critical set of fB [15,18]. An
additional difficulty is that the coordinate system used
to find the critical points is singular at all nontrivial
critical points. We have used an alternative coordinate
system to show that the nontrivial critical sets are non-
degenerate in a smooth sense, and that the ideas of the
present paper also go through. These results will be
presented in a separate manuscript.

More general Landau–de Gennes theories include
models with three elastic constants [19,27]. These terms
replace the term |∇Q|2 of (1). Restriction of the gener-
alized Landau–de Gennes energies to the uniaxial crit-
ical sets of fB yields the well known general Oseen–
Frank energies with splay, bend and twist parameters,
see, e.g. [27] for the relation between the Landau–de
Gennes and Oseen–Frank elastic parameters in the 3×3
case. In the discrete theory presented, the main prop-
erty we use is the nondegeneracy of the critical sets of
the L = 0 Landau–de Gennes energy. This is a prop-
erty of the onsite term fB in (1) and the results apply to
more general intersite coupling energies. For instance,
Lemma 3 (i) and the proof of Proposition 4 only use
regularity properties of the coupling and are applicable
to discrete versions of more general Landau–de Gennes
coupling energies, assuming that the elastic constants
vanish maintaining fixed ratios, e.g. Lj = Lλj , j = 1,
2, 3, with L → 0+, see the notation of [27]. The L = 0
reduced equation involves the λj and is a necessary con-
dition for the continuation of the anticontinuous limit
equilibria. We thus have an analogue of Proposition 4
for more general discretized Landau–de Gennes cou-
pling terms, e.g. the ones in [27]. Proposition 7 (i) on
normal hyperbolicity also applies to these functionals.

Necessary conditions for the continuation of anticontin-
uous limit equilibria require more care. The necessary
condition for the case with boundary, being a nondegen-
erate solution of the L = 0 reduced equation, see Propo-
sition 5, also applies to the general discretized Landau–
de Gennes coupling terms of [27]. The case of graphs
without boundary requires more care because of the
role of symmetries in the arguments and the fact that
some generalized Landau–de Gennes couplings have less
symmetry away from the anticontinuous limit equilib-
ria. Equivariance of the reduced equation for static solu-
tions, as well as (nonvacuous) sufficient conditions for
continuation of anticontinuous limit equilibria are not
immediate and must be examined in more detail. The
problem can be also examined by considering continu-
ation from the equal elastic parameter case away from
the anticontinuous limit. We plan to address some of
these problems in future work.
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