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Abstract On the basis of a recently introduced model for the Bose–Einstein condensate (BEC) trapped
in the 2D “funnel” potential, ∼ −r−1, we develop analysis for vortex modes, which are confined in the
transverse direction by the self-attraction, or by the trapping potential, in the case of self-repulsion. Linear
3D wave functions are found exactly for eigenstates with an orbital momentum. In the case of self-repulsion,
3D wave functions are obtained by means of the Thomas–Fermi approximation. Then, with the help
of the variational method, the underlying Gross–Pitaevskii equation is reduced to a 1D nonpolynomial
Schrödinger equation (NPSE) for modes with zero or nonzero embedded vorticity, which are tightly confined
by the funnel potential in the transverse plane. Numerical results demonstrate high accuracy of the NPSE
reduction for both signs of the nonlinearity. The analysis is performed for stationary modes and for traveling
ones colliding with a potential barrier. By means of simulations of NPSE with the self-attraction, collisions
between solitons are studied too, demonstrating elastic and inelastic outcomes, depending on the impact
velocity and underlying vorticity. A boundary of the stability of 3D vortices with winding number S = 1
against spontaneous splitting in two fragments is identified in the case of the self-attraction, all vortices
with S ≥ 2 being unstable.

1 Introduction

The Bose–Einstein condensation (BEC) occurs when
a gas of bosons is cooled to ultra-low temperatures
which allow a large fraction of bosons to occupy the
lowest quantum state [1–3]. Atomic BECs were first
observed in vapors of 87Rb [4] , 23Na [5], and 7Li [6]
confined by trapping fields and cooled down to tem-
peratures ∼ 100 nK. Then, the production of matter-
wave dark and bright solitons was reported, respec-
tively, in condensates of 87Rb [7] and 7Li [8,9] atoms
(and later in the condensate of 85Rb [10]). The genera-
tion of solitons was facilitated by the use of phase engi-
neering [11] and magnetically controlled Feshbach reso-
nance [9]. Matter-wave solitons offer potential applica-
tions, such as quantum information processing, atomic
lasers and high-precision atomic interferometers [12–
15]. Recently, the creation of robust breathers (higher
order solitons featuring internal oscillations) has been
reported too [16,17]. Related results are the predic-
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tion [18,19] and experimental demonstration [20–23] of
“quantum droplets”, i.e., self-trapped three- and quasi-
two-dimensional (3D and quasi-2D) states stabilized by
quantum fluctuations around mean-field configurations,
see also recent reviews [24,25].

In the mean-field approximation, a weakly interact-
ing bosonic gas is accurately modeled by the Gross–
Pitaevskii equation (GPE) [1–3]. It adequately captures
basic properties exhibited by superfluid systems, such
as the propagation of collective excitations and inter-
ference patterns originating from the phase of the order
parameter. The analysis may be further simplified by
reducing the 3D GPE to the quasi-1D approximation
for BEC freely evolving in the longitudinal direction,
while being tightly confined in the transverse plane by
a harmonic potential with trapping frequency ω⊥ [26–
32] (see also Refs. [33–38] dealing with related mod-
els). In particular, the resulting 1D and 2D (in the
case when the tight transverse confinement is applied
in one direction) nonpolynomial nonlinear Schrödinger
equations (NPSEs), derived by Salasnich et al. [28] and
Muñoz-Mateo and Delgado [39], provide very accurate
approximations for the mean-field dynamics of BEC
with attractive and repulsive interatomic interactions,
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respectively. In this context, many BEC configurations
with the reduced dimensionality have been studied by
means of the variational approximation [40–49] and in
the adiabatic limit [50–60].

A change in the transverse-confinement pattern affects
the resulting nonlinearity in the resulting quasi-1D (or
quasi-2D) equation. In particular, a quasi-1D approxi-
mation was recently developed for the ground states of
BEC transversely trapped by a singular but physically
relevant funnel potential ∼ −1/r (where r is the radial
coordinate in the transverse plane) [61]. A physical real-
ization of this potential can be provided by atoms with
a permanent magnetic moment, pulled to the central
electric current (e.g., electron beam) flowing along the
z axis [61].

In the present work, we address vortex modes in BEC
loaded in the funnel potential. The setting is similar
to that introduced in Ref. [61] where, however, vor-
tices were not considered. The results obtained from the
respective quasi-1D effective equation are compared to
those produced by a numerical solution of the full 3D
GPE, for both repulsive and attractive signs of the non-
linearity, i.e., g > 0 and g < 0 in Eq. (1), see below. In
particular, we consider collisions of the modes consid-
ered in this work with a Gaussian barrier, and head-on
collisions between ground and vortex states.

The rest of the paper is organized as follows. In the
next section, we derive the effective NPSE produced by
the 3D→1D reduction. The validation of the effective
model by comparison with numerical simulations of the
full 3D GPE are displayed in Sect. 3, where we report
results for both ground and vortex states, as well as for
dynamical situations. The paper is concluded Sect. 4.

2 The derivation of the effective
nonpolynomial Schrödinger equation

2.1 Three-dimensional approximations

Our starting point is the 3D GPE written in the scaled
form,

i
∂ψ

∂t
= −1

2
∇2ψ + V (r, z)ψ + 2πg|ψ|2ψ, (1)

where ψ = ψ(r, θ, z, t) is the macroscopic wave function,
normalized to unity:

∫ ∞

0

rdr

∫ 2π

0

dθ

∫ +∞

−∞
|ψ(r, θ, z)|2dz = 1, (2)

where (r, θ, z) is the set of cylindrical coordinates, and
V = V (r, z) is an external axisymmetric potential pro-
duced by a magneto-optical trap. The scaled variables
are related to their counterparts with tildes, measured
in physical units:

t ≡ ω⊥t̃, (r, z) ≡ (r̃, z̃)/a⊥, ψ ≡ ψ̃a
3/2
⊥ , (3)

where the characteristic length, a⊥ =
√

�/(mω⊥),
is determined by the above-mentioned trapping fre-
quency, ω⊥, and the self-interaction coefficient in Eq. (1)
is g = 2as/a⊥, with scattering length as of atomic col-
lisions.

GPE (1) conserves the total norm, which is set to be
1 in Eq. (2), angular momentum,

M = −i

∫ ∞

0

rdr

∫ 2π

0

dθ

∫ +∞

−∞
dz

∂ψ

∂θ
ψ∗, (4)

where ∗ stands for the complex conjugate, and Hamil-
tonian

H =
∫ ∞

0

rdr

∫ 2π

0

dθ

∫ +∞

−∞
dzH (5)

with density

H =
1
2

(∣∣∣∣∂ψ

∂r

∣∣∣∣
2

+ r−2

∣∣∣∣∂ψ

∂θ

∣∣∣∣
2

+
∣∣∣∣∂ψ

∂z

∣∣∣∣
2
)

+ V (r, z)|ψ|2

+ πg|ψ|4. (6)

Vortex states with integer winding number S ≥ 0 are
looked for by substituting

ψ = exp(iSθ)φ(r, z, t) (7)

in Eq. (1), which leads to the equation in the (r, z)
plane,

i
∂φ

∂t
= −1

2

(
∂

∂r2
+

1
r

∂

∂r
+

∂2

∂z2

)
φ + W (r)φ +

S2

2r2
φ

+ V (z)φ + 2πg|φ|2φ, (8)

where we define the above-mentioned funnel potential
as per Ref. [61],

W (r) ≡ − ε3

2r
, (9)

with ε > 0 (by means of rescaling, we fix ε = 1), and
V (z) is a generic axial potential. In this work, we con-
sider a harmonic-oscillator trap acting in the z direc-
tion, i.e.,

V (z) =
(
λ2/2

)
z2, (10)

with λ � 1. The combination of the attractive term
(9) and confining one (10) implies a 3D cigar-shaped
potential configuration stretched in the z direction.

Spatially localized stationary solutions to Eq. (8)
with chemical potential μ are looked for as

φ = exp(−iμt)u(r, z), (11)
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with real function u satisfying equation

μu = −1
2

(
∂

∂r2
+

1
r

∂

∂r
+

∂2

∂z2

)
u

+
(

− 1
2r

+
S2

2r2
+

λ2

2
z2

)
u + 2πgu3 (12)

(recall ε = 1 is set in Eq. (9)). Note that, for stationary
states given by Eq. (11), Eqs. (4) and (7 ), along with
normalization condition (2), yield a simple result, M =
S.

The linearized version of Eq. (12) admits an exact
yrast solution (i.e., the lowest energy eigenstate for
given vorticity S [62,63]):

u = u0r
S exp

(
− 1

1 + 2S
r − λ

2
z2

)
, (13)

μ = − 1
2(1 + 2S)2

+
λ

2
, (14)

with arbitrary constant u0. In the case of S = 0, this
solution is the system’s ground state. For S ≥ 1, the
expansion of the yrast eigenfunction at r → 0, in the
form of

u = u0 exp
(

−λ

2
z2

)(
rS − 1

1 + 2S
rS+1

)
+ O

(
rS+2

)
,

(15)

is not affected by the nonlinearity in Eq. (11), hence
it is a universal asymptotic form valid at r → 0. Note
that the chemical potential, corresponding to the bound
state (13), as given by Eq. (14), may be both negative
and positive, due to the contribution from the trapping
potential (10).

Further, in the case of the self-repulsion, i.e., g > 0 in
Eq. (12), 3D localized states (corresponding to μ < 0)
can be constructed in the framework of the Thomas–
Fermi (TF) approximation, which neglects derivatives
in Eq. (12):

u2
TF =

1
4πg

[
1

4S2
+ 2μ − S2

(
1
r

− 1
2S2

)2

− λ2z2

]
,

(16)

at S2

(
1
r

− 1
2S2

)2

+ λ2z2 ≤ 1
4S2

+ 2μ;

u2
TF = 0,

at S2

(
1
r

− 1
2S2

)2

+ λ2z2 ≥ 1
4S2

+ 2μ, (17)

Note that this solution exists in the band of values of
the chemical potential

0 < −μ < −μcutoff ≡ 1/
(
8S2

)
. (18)

Comparison of Eqs. (18) and (14) suggests that the TF
approximation is accurate enough for small λ and rela-
tively large values of vorticity S. It is seen that it pro-
duces the solution in area ( 17), which is an ellipse in
the plane of (r−1, z), or an annulus in the plane of (r, z),
with the radial and axial coordinates varying in inter-
vals

2S2

1 +
√

1 + 8μS2
< r <

2S2

1 −
√

1 + 8μS2
, (19)

|z| < λ−1

√
1

4S2
+ 2μ. (20)

The TF approximation is irrelevant for the ground
states with S = 0 (therefore it was not elaborated in
Ref. [61]), while the fact that this approach may be,
generally, relevant for modes of the vortex type is known
in other contexts [64,65].

Lastly, normalization condition (2), if applied to the
TF solution ( 16), can be written explicitly in the limit
when μ is close to the cutoff given by Eq. (18):

μ − μcutoff =

√
gλ

8πS5
. (21)

In fact, Eq. (21) determines relation μ(g) corresponding
to the unitary normalization, being valid, in accordance
with what is said above, for relatively large S and small
λ.

2.2 The one-dimensional equation

To implement the 3D → 1D reduction, we adopt an
ansatz which assumes factorization of the wave func-
tion, and the decay exponential profile in the radial
direction, with pre-exponential factor rS representing
the standard form of the vortex wave functions at r →
0:

ψ(r, θ, z, t) =
rS exp

[
− r

2σ(z, t)2
+ iSθ

]
f(z, t)

√
2πΓ(2 + 2S)[σ(z, t)]4+4S

, (22)

Here, Γ is the Euler’s Gamma function, while σ =
σ(z, t) and f(z, t) are the transverse width and axial
wave function, respectively. The structure of the ansatz
provides the reduction of the 3D density to its effective
1D counterpart,

∫ ∞

0

∫ 2π

0

|ψ|2rdrdθ = |f(z)|2. (23)

The substitution of ansatz (22) in the Lagrangian
density that generates the 3D GPE (1), L = iψ∗∂ψ/∂t−
H (see Eq. (6)), and integration with respect to radial
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coordinate r yields an effective 1D Lagrangian density,

L1D =
i

2

(
f∗ ∂f

∂t
− f

∂f∗

∂t

)
− 1

2

∣∣∣∂f

∂z

∣∣∣2

−
[
(2 + 4S) σ2V (z) − 1

]
(2 + 4S)σ2

|f |2 − 1
8σ4

|f |2

−
gΓ

(
3
2

+ 2S

)
√

π(4 + 8S)Γ(2 + 2S)σ4
|f |4. (24)

From this density, one can derive the following system
of coupled 1D Euler–Lagrange equations:

i
∂f

∂t
= −1

2
∂2f

∂z2
+ V (z)f +

[
2S − 4σ2 + 1

]
(16S + 8)σ4

f

+
Γ

(
3
2 + 2S

)
g|f |2√

πΓ(2 + 2S)(2 + 4S)σ4
f, (25)

σ2 =
g|f |2Γ (

3
2 + 2S

)
+

√
πΓ(2 + 2S)

(
1
2

+ S

)
√

πΓ(2 + 2S)
.

(26)

Equation (25) with σ2 substituted by expression (26)
provides the NPSE for the vortex modes. In the case of
S = 0, it carries over into NPSE derived for the modes
with the transverse ground-state structure in Ref. [61].

3 Validation of results: numerical
simulations

Results presented below were obtained by means of
imaginary- and real-time simulations of the full GPE
(8), and the use of the above approximations, viz., yrast
solution (13), TF solution (16) and 1D NPSE (25).
The simulations were performed by dint of the split-
step method based on the Crank–Nicolson algorithm
[66]. The space and time steps employed in the numer-
ical simulations are 0.04 and 0.001, respectively. The
imaginary-time simulations produce lowest energy pro-
files, while real-time simulations make it possible to test
their stability and dynamics. Below, we check the accu-
racy of 1D NPSE (25) by comparing axial density pro-
files, produced by it, ρ(z) = |f |2, with their counter-
parts produced by full GPE (8) as

ρ(z) = 2π

∫ ∞

0

|φ|2rdr, (27)

as well as the axial profiles presented by the 3D approx-
imations (13 ) and (16), obtained, respectively, by

ρ(z) = 2π

∫ ∞

0

u2rdr (28)

(a) (b)

(c) (d)

Fig. 1 Normalized axial and radial density profiles for the
vortex states (S = 1, 2) in the self-repulsive BEC, under the
action of the axial trapping potential (10). The radial pro-
files are calculated as per Eq. (30). The results produced by
the full GPE (12), 1D NPSE (25), exact linear yrast solution
(13), and TF approximation (16) are shown, respectively,
by yellow circles, black solid lines, blue dashed lines and
orange dot-dashed lines. Parameters used in the top panels
are S = 1, λ = 0.1, and g = 30, while those used in the
bottom panel are S = 2, λ = 0.01, and g = 80. The chem-
ical potentials produced by means of the different methods
in (a,b) are μGPE = 2.85 × 10−2, μNPSE = 2.99 × 10−2,
μyrast = −0.55 × 10−2 and μTF = −0.94 × 10−2; and
in (c,d) μGPE = −7.95 × 10−3, μNPSE = −7.45 × 10−2,
μyrast = −15 × 10−3 and μTF = −11.48 × 10−3

and

ρ(z) = 2π

∫ ∞

0

u2
TFrdr. (29)

In addition to the 1D density profiles produced by
Eq. (25), it is possible to compare radial profiles,

ρ(r) =
∫ +∞

−∞
u2dz, (30)

obtained from the full GPE (8), to their counterparts
produced by the 3D approximations (13) and (16). The
comparison is displayed in Fig. 1(b, d).

3.1 Stationary ground and vortex states

We start the analysis by addressing the self-repulsive
regime, g > 0, were localized states are supported by
the weak axial potential (10). Figure 1a, b shows the
normalized axial and radial density profile, respectively,
for the radial vortex state with S = 1 in the self-
repulsive BEC, under the action of the axial trapping
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(a) (b) (c)

Fig. 2 Normalized axial density profile ρ(z) for the ground
state (S = 0) in the self-repulsive BEC with nonlinearity
strength g = 1 (a), g = 10 (b), and g = 100 (c), in the pres-
ence of axial potential (10) with λ = 0.1. The density profiles

obtained by the numerical solution of the full GPE (12) and
its 1D NPSE counterpart (25) are displayed, respectively, by
yellow circles and black solid lines

(a) (b) (c)

Fig. 3 The same as in Fig. 2, but for vortex states with S = 1

potential (10). It is seen that the solutions produced by
the 1D NPSE present axial densities which are indistin-
guishable from those produced by the full GPE, while
the other approximations are not adequate. Unlike the
axial structure, the radial density provided by the 3D
approximations does not produce accurate results when
compared to the full GPE. In particular, although the
yrast solution (13) produces an appropriate approxi-
mate result for the axial density, the same is not true
as concerns the radial direction.

In Fig. 1c–d, we present normalized axial and radial
density profiles, similar to those in Fig. 1a, b, but for the
radial vortex state with S = 2. Again, we observe that
the 1D NPSE produces accurate results, in compari-
son to those provided by the full GPE. In addition, the
chemical potential of the 1D NPSE μNPSE also presents
the best result when comparing with the other approx-
imations. On the other hand, analyzing the radial den-
sity, we conclude that both approximations produce a
discrepancy in comparison to results obtained from the
numerical solutions of the full GPE. Thus, for these con-
figurations only 1D NPSE produces accurate results.

On the basis of the findings presented in Fig. 1,
where only 1D NPSE accurately predicts the full GPE
results, below we focus solely on the 1D NPSE—full
GPE comparison. As a reference, in Fig. 2, we display
the ground-state profiles (S = 0) for three different val-
ues of strength g of the repulsive nonlinearity. Actually,
these results were originally produced in Ref. [61], and
are included here for the sake of the comparison. Next,

in Fig. 3, we present new results for the vortex modes
with S = 1 and the same values of g. The figure def-
initely corroborates that the effective 1D NPSE (25)
produces very accurate results in comparison to those
obtained from the full GPE (8).

To extend the consideration of the self-repulsive non-
linearity, in Fig. 4a, we present the axial density profiles
for BEC with g = 10, trapped in the axial potential
(10), with different vorticities. It is worthy to note a
conspicuous difference in the density profiles between
the ground states and the vortex with S = 1, while
differences between the profiles pertaining to S = 1, 2,
and 3 are very small. To quantify this feature, we define
the relative difference of peak values of the density, at
z = 0:

δρ(S, S + 1) = |ρmax(S) − ρmax(S + 1)|/ρmax(S).
(31)

The numerical data produced by the solution of Eqs. (25)
and (26), substituted in Eq. (31), yield the follow-
ing values: δρ(0, 1) = 0.62, δρ(1, 2) = 0.03, and
δρ(2, 3) = 0.007. Further, Fig. 4b demonstrates very
similar results obtained for the same settings from the
full GPE. In Fig. 4c, the findings produced by the 3D
→ 1D reduction are additionally represented by axial
profiles of the transverse width, σ, see Eq. (26).

Similar to the case of the repulsion, for the attractive
sign of the nonlinearity (g < 0) the 1D NPSE (25) also
provides accurate results in comparison to the underly-

123



288 Eur. Phys. J. Spec. Top. (2022) 231:283–295

(a) (b) (c)

Fig. 4 a Normalized axial density profiles ρ(z) for the
repulsive condensate with g = 10, under the action of the
axial external potential (10) with λ = 0.1, produced by the
numerical solution of the 1D NPSE, for different values of
the vorticity: S = 0, 1, 2, and 3, are plotted by green squares,
black solid lines, red triangles, and blue dashed lines, respec-

tively. b The same as in a, but produced by the full GPE,
displayed for the comparison. c Transverse width σ, as pro-
duced by Eq. (26), in the same setting as in (a), is presented
by the green squares for S = 0, black solid lines for S = 1,
red triangles for S = 2, and blue dashed lines for S = 3

(a) (b) (c)

Fig. 5 Normalized axial density profile ρ(z) for the ground
state (S = 0) in the self-attractive BEC with nonlinearity
strength g = −0.3 (a), g = −0.5 (b), and g = −0.8 (c),
in the absence of the axial potential (V (z) = 0). The den-

sity profiles produced by the numerical solution of the full
GPE (12) and its 1D NPSE counterpart (25) are displayed,
respectively, by yellow circles and black solid lines

(a) (b) (c)

Fig. 6 The same as in Fig. 5, but for the vortex states with S = 1

ing GPE (8). As a reference for this case, in Fig. 5, we
display the axial densities for the ground state (S = 0),
in the absence of the axial potential. Next, in Fig. 6, we
display typical axial profiles for the same parameters,
with vorticity S = 1. Again, the results obtained from
the 1D NPSE are seen to be very accurate when com-
pared to their counterparts produced by the full GPE.
Thus, the 1D NPSE is equally accurate in reproduc-
ing the ground and vortex states of the GPE for both
attractive and repulsive signs of the cubic nonlinearity
in the 3D equation.

It is relevant to stress the great difference between the
states with S = 0 and 1 in the case of the self-attractive
nonlinearity, g < 0: as is clearly seen from the compar-
ison of Figs. 5 and 6, for the same norm, fixed as per
Eq. (2), the vortex modes are much broader than their
zero-vorticity counterparts, with a much smaller ampli-
tude. On the other hand, the comparison of Figs. 2 and
3 demonstrates that there is little difference between
the widths and amplitudes of the modes with S = 0
and 1 in the case of the self-repulsion (g > 0). This fea-
ture is easily explained by the fact that, in the case of
g > 0, the width of the confined mode is chiefly deter-
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(b)

(a) (d)

(f)

(c)

(e)

(g)

Fig. 7 The evolution of the axial density profile for the
quasi-soliton in the attractive BEC (g = −0.5), with vortic-
ity S = 1, which was set in motion by kick p = 1, 3, and 5
((see Eqs. (32) and (33)), in panels (b, c), (d, e) and (f, g),
respectively, scattered by Gaussian barrier (34) with V0 = 5.
Panel (a) shows the initial axial density (at t = 0), while

the middle (b,d,f) and right (c,e,g) panels display the axial
densities during and after the collision with the scatterer,
respectively. The profiles were produced by simulations of
1D NPSE (25) (black lines), and of full GPE (8) (yellow
circles)

mined by the trapping potential, rather than by the
intrinsic nonlinearity.

3.2 Collisions of fundamental and vortical modes
with a potential barrier

Next, we address the accuracy of the 1D NPSE in
dynamical settings. As a characteristic example, we
consider scattering of an incident wave packet on an
axial potential barrier. To this end, the initial condi-
tions for the numerical simulations are taken as a sta-
tionary state, with different vorticities S, set in motion
(boosted) by the kick factor with momentum p ,

φ(r, z) → φ(r, z) exp(ipz), (32)

for the full GPE, and

f(z) → f(z) exp(ipz) (33)

for the 1D NPSE. A scatterer which is commonly used
in the experiment may be approximated by the Gaus-
sian potential,

Vbarrier(z) = V0 exp(−z2), (34)

with V0 > 0 [67].
In Fig. 7, we display the evolution of the axial density

of a self-attractive BEC (with g = −0.5) in the course
of the collision between the incident wave packet and

barrier. To this end, we produce a vortex quasi-soliton,
using both the 1D NLSE and full GPE, in the self-
attractive model with g = −0.5 under the action of
trapping potential (10). The vortex quasi-soliton was
set in motion by kicks with magnitude p = 1, 3 and
5. Then, it hits the Gaussian barrier (34) with V0 = 5,
exhibiting full reflection, splitting, or full transmission,
respectively. Figure 7a shows the initial vortex state (at
t = 0) with S = 1. First, in Fig. 7b, c, the slowly mov-
ing vortex quasi-soliton, set in motion by kick p = 1,
demonstrates total rebound of the wave packet with a
deformed shape. Next, in Fig. 7d, e, the faster inci-
dent quasi-soliton, initially kicked by p = 3, splits in
a larger bouncing fragment and a smaller transmitted
one. Finally, in Fig. 7f, g, a fast quasi-soliton, kicked
by p = 5, passes the barrier in an unscathed form.
In all cases of the rebound, splitting, and passage, the
simulations demonstrate, once again, that the results
produced by the 1D NPSE are very close to their coun-
terparts obtained from the simulations of the full 3D
equation. In addition, it was observed that, after the
collision with the barrier, in the case of the full reflec-
tion (Fig. 7b, c), the absolute value of the speed of
the reflected solution is very close to the original one
(p = 1). For the case of p = 3, after the collision process,
we observe two peaks with slightly different and oppo-
site velocities (vreflected � −2.91, vtransmited � 3.14).
Finally, for faster moving modes—for instance, with
p = 5—the speed remains constant, except during the
short time of the interaction with the barrier, when the
speed drops by 8%. We stress that the vorticity fea-
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(a) (b)

Fig. 8 a The transmission coefficient for quasi-solitons in
the attractive BEC, with g = −0.3 and S = 1, colliding with
scatterer (34) (V0 = 5), computed after the collision as per
Eqs. (35) and (36). The results produced by the full GPE
and 1D NPSE are shown by yellow circles and black lines,
respectively. b The ratio Uint/Ekin obtained with the same

parameters as in (a). Ratios U
(3D)
int /E

(3D)
kin and U

(1D)
int /E

(1D)
kin

are displayed by yellow circles and black solid lines, respec-
tively

ture in the radial structure (examples shown in Fig. 7)
remains unchanged after the collision.

Findings produced by the simulations of the collisions
of quasi-solitons carrying different velocities (intro-
duced by p) with the barrier are summarized in Fig. 8,
which shows the transmission coefficient, defined as

Tr(3D) ≡ 2π

∫ ∞

0

dz

∫ ∞

0

r|φ|2dr (35)

for the full GPE, and

Tr(1D) ≡
∫ ∞

0

|f |2dz (36)

for the 1D NPSE, computed after completion of the
collision. The dependence of the transmission coefficient
on the kick parameter p2 (see Eqs. (32) and (33)) is
displayed in Fig. 8a for S = 1. These results naturally
demonstrate a transition from the full rebound (Tr = 0)
to complete transmission (Tr = 1) with the increase of
p2. The virtual identity of the results produced by the
1D NPSE and GPE is evident in the entire range of the
variation of p2.

The collision of the incident wave packet with the
scatterer (barrier) is characterized by comparison of
the potential energy of the interaction with the barrier,
Uint, and kinetic energy of the moving packet, Ekin. In
the framework of the full GPE, these are

U
(3D)
int = 2π

∫ +∞

−∞
Vbarrierdz

∫ ∞

0

|φ|2rdr, (37)

E
(3D)
kin = π

∫ +∞

−∞

∫ ∞

0

(∣∣∣∣∂φ

∂r

∣∣∣∣
2

+
∣∣∣∣∂φ

∂z

∣∣∣∣
2
)

rdrdz, (38)

see Eq. (6), and for the 1D NPSE the energies are iden-
tified as

U
(1D)
int =

∫ +∞

−∞
Vbarrier|f |2dz, (39)

E
(1D)
kin =

∫ +∞

−∞

1
2

∣∣∣∣∂f

∂z

∣∣∣∣
2

dz. (40)

Accordingly, we calculate ratio Uint/Ekin for the vor-
tex quasi-soliton with S = 1 in the course of the
evolution. The results, presented in Fig. 8b, show the
maximum value of this ratio, which is, in most cases,
reached at the moment when the incident wave packet
is passing the barrier’s apex. Further, we observe the
peak of Uint/Ekin when the setup features splitting with
Tr ≈ 44.2%. Thus, the 1D NPSE again shows remark-
ably accurate results, in comparison to those produced
by the full 3D GPE—this time, for the analysis of
the scattering of the incident wave packet on the axial
potential barrier.

Finally, we investigate the effect of the vorticity on
the collision of the wave packet of the self-repulsive
BEC (g = 10), which was formed, as outlined above,
in trapping potential (10), and then set in motion by
kick p. Figure 9a–c displays the results for the ground
state (S = 0), which is set in motion at t = 0 by the
kick with p = 3.5, and collides with barrier (34) at
t = 14. The results are displayed at t = 30. For the vor-
tex state with S = 1, the results produced for the same
parameters are different, as observed in Fig. 9d–f. Once
again, in all the cases shown in Fig. 9, the results pro-
duced by the 1D NPSE are virtually identical to their
counterparts obtained from the simulations of the full
GPE.

3.3 Head-on collisions between solitons

Using solutions for localized modes propagating at
opposite velocities makes it possible to simulate colli-
sions between them. It is known that collisions between
solitons at low velocities often lead to inelastic out-
comes, while faster solitons pass through each other
quasi-elastically [67–69]. In this context, we simulated
collisions of the vortex and ground-state modes (actu-
ally, 1D solitons) in the self-attractive BEC, in the
framework of the effective 1D NPSE (25), starting with
the stationary profiles produced by this equation with
V (z) = 0. Initially, they were created with centered
placed at z = ∓z0, and boosted as per Eq. (33). To
preclude artifacts produced by interaction of the local-
ized modes with radiation waves reflected from edges of
the integration domain, absorbing boundary conditions
were implemented at the edges, which broke the con-
servation of the 1D norm N1D =

∫ +∞
−∞ |f(z, t)|2dz. In

accordance with the normalization adopted above, the
initial total norm of the two modes is N1D = 2.

In Fig. 10a–d, we present two examples of elastic col-
lisions. In Fig. 10a, the collision is fully elastic between
fast solitons with S = 0, set in motion by strong kicks,
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(a)

(b)

(c)

(d)

(e)

(f)

Fig. 9 The evolution of the axial density profile in the
repulsive BEC (g = 10), formed as the ground state by
trapping potential (10) with λ = 0.1, and set in motion by
kick (32) or (33) with p = 3.5. The wave packet collides with

scatterer (34) that has V0 = 5. Panels (a)–(c) and (d)–(f)
display the findings for S = 0 and S = 1, respectively. The
results produced by the 1D NPSE and full GPE are shown,
severally, by black solid lines and yellow circles

p = ±15, in the case of g = −0.3. This collision does
not change the value of the total norm. The fully elastic
character of the collision is confirmed by Fig. 10b, which
compares profiles |f(z, t = 0)|2 and |f(z, t = 15)|2,
exhibiting no difference between them.

In Fig. 10c, d, the elastic collision is plotted for the
1D solitons with S = 1, boosted by very small momenta
p = ±0.005 at g = −0.8. The simulations demonstrate
that the range of the quasi-elasticity is much broader for
S = 1, in comparison to S = 0, extending to extremely
low values of |p| . This conclusion is naturally explained
by the above-mentioned property of the solitons with
S = 1, whose amplitude is much smaller than that of
their counterparts with S = 0, cf. Figs. 5 and 6. As a
consequence of the great difference in the amplitudes,
the nonlinear interaction between the solitons and ensu-
ing inelastic effects is much weaker in the case of S = 1.

Inelastic collisions between the solitons with S = 0,
set in motion by weak kicks, are displayed in Fig. 11.
Panels (a) and (b) present results of the simulations
for g = −0.3 and p = 0.01. It is seen that multi-
ple (four) collisions take place in this case. Eventually,
the quasi-solitons separate, at t > 6 × 103. Figure 11b
demonstrates that the colliding modes feature symme-
try breaking, emerging with slightly different velocities.
This effect is possible due to a mismatch between the
“amplitude center” and “phase center” of the colliding
soliton pair [70]. In this case, a small loss of the total
norm occurs, from N1D = 2 at t = 0 to N1D = 1.99 at
t = 15 × 103.

Another outcome of inelastic collisions between slowly
moving 1D solitons corresponding to S = 0 is their
destruction. An example is presented in Fig. 11c, d, for

(a) (b)

(c) (d)

Fig. 10 Left panels display head-on elastic collision
between 1D solitons boosted by opposite kicks, as produced
by simulations of the 1D equation ( 25) with g < 0 (the self-
attractive nonlinearity) and V (z) = 0. a g = −0.3, p = ±15
and S = 0, (c) g = −0.8, p = ±0.005 and S = 1. Panels (b)
and (d) show the comparison between the initial profiles and
the post-collision ones, corresponding to (a) and (c), respec-
tively. The initial profiles of |f(z, t = 0)|2 are shown by red
dotted-dashed lines, while final ones, viz., |f(z, t = 15)|2 in
(b) and |f(z, t = 5 × 105)|2 in (d), are shown by blue solid
lines

g = −0.5 and kicks p = ±0.1. As a result, at t = 750,
the total norm drops from N1D = 2 to 0.74.

We also analyzed collisions between the 1D solitons
corresponding to S = 1 at extremely small values of the
kick. In Fig. 12a, we present an example of an inelastic
collision, obtained from the simulations of Eq. (25) with
g = −1.5, for p = ±0.0001. In this case, a double col-
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(a) (b)

(c) (d)

Fig. 11 Left panels display inelastic collision between 1D
solitons corresponding to S = 0, boosted by opposite
momenta, as produced by simulations of Eq. (25) with
V (z) = 0. a g = −0.3 and p = ±0.01; (c) g = −0.5 and
p = ±0.1. Panels (b) and (d) show the comparison between
the initial and post-collision profiles corresponding to (a)
and (c), respectively. The initial profiles of |f(z, t = 0)|2 are
shown by red dotted-dashed lines, while the final ones, viz.,
|f(z, t = 2 × 104)|2 in (b) and |f(z, t = 103)|2 in (d), are
shown by blue solid lines

lision takes place, leading to the symmetry breaking in
the pair of eventually separating solitons, see Fig. 12b.
In this case, the change of total 1D norm is negligible:
from N1D = 2 at t = 0 to 1.99 at t = 4.5 × 106.

In the case of strong self-attraction, collisions between
1D solitons corresponding to S = 1 lead to their com-
plete destruction (similar to what is shown in Fig. 11c,
d for the solitons corresponding to S = 0) even at larger
values of the kick. An example is displayed in Fig. 12c,
d, for g = −10 and p = ±0.5. The loss caused by the
edge absorbers leads to the drop of the total norm from
N1D = 2 at t = 0 to N1D = 1.35 at t = 220.

The results of systematic simulations of the collisions
are summarized, separately for the solitons with S = 0
and 1, in Fig. 13a, b, respectively. The plots show
borders between elastic and inelastic collisions (E.C.
and I.C.), pcrit(g), in the plane of (g, p2), the colli-
sions being elastic at p2 > p2

crit(g). The range displayed
in the figure is restricted to 0 > g > gcrit = −0.8
for S = 0 and g > gcrit = −12 for S = 1. At
g < gcrit the 1D Eq. (25) with g < 0 admits the onset
of the collapse, as well as the underlying 3D Eq. (8),
cf. Ref. [28]. In all the cases, the change of g towards
more negative values (larger |g|) leads to stronger inter-
actions and, consecutively, more inelastic outcomes of
the collision. For example, the simulations of collisions
between the solitons corresponding to S = 1 demon-
strate steep enhancement of the inelasticity with the
increase of |g| : pcrit(g = −0.3) = 0.036, pcrit(g =
−0.6) = 10.407, pcrit(g = −0.7) = 5600. The same
behavior is observed for the solitons with S = 1, with
pcrit(g = −0.7) = 2 × 10−7, pcrit(g = −1.5) = 5 × 10−7,
pcrit(g = −9) = 2.044. The simulations of collisions
between the solitons corresponding to S = 2 produce

(a) (b)

(c) (d)

Fig. 12 The same as in Figs. 10 and 11, but for the head-
on collisions between 1D solitons corresponding to S = 1. a
g = −1.5 and p = ±0.0001; (c) g = −10 and p = ±0.5. In
panels (b) and (d), initial profiles of |f(z, t = 0)|2 are shown
by red dotted-dashed lines (red), while the final profiles are
shown by blue solid lines, viz., |f(z, t = 5 × 106)|2 in (b),
and |f(z, t = 220)|2 in (d)

(a) (b)

Fig. 13 Diagrams of outcomes of collisions between 1D
solitons, produced by simulations of Eq. (25) with S = 0
(a) and S = 1 (b). Elastic and inelastic collisions (E.C. and
I.C.) take place in the white and green areas, respectively

still much weaker inelastic effects (not shown here in
detail).

3.4 Stability of vortex states in self-attractive BECs

The stability of stationary vortex states is an important
issue, as it is well known that vortex solitons are typ-
ically subject to instability against spontaneous split-
ting, seeded by azimuthal perturbations [65] . To carry
out the numerical analysis of this issue, we performed
direct simulations of the evolution of vortices, slightly
perturbed in the transverse plane, in the framework of
3D GPE (1) written in the Cartesian coordinates. The
respective initial condition is
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Fig. 14 3D density-isosurface snapshots for vortex states
with S = 1 in the self-attractive BEC, under the action of
the axial external potential ( 10) with λ = 0.1. The results
were produced by real-time simulations of 3D GPE (1),
using initial condition (41), subject to normalization (42). a
The isosurface profile with |ψ|2 = 5 × 10−4, for g = −1.5 at
t = 6×104. b The profile with |ψ|2 = 9×10−4 for g = −8.6
at t = 165

ψ(x, y, z; t = 0) = N (x + iy)S

× exp

(
−1

2

√
x2 +

y2

α2
− λ

2
z2

)
,

(41)

where constant N is determined by the normalization
condition

∫ +∞

−∞

∫ +∞

−∞

∫ +∞

−∞
|ψ(x, y, z)|2 dxdydz = 1. (42)

Parameter α in Eq. (41) introduces asymmetry in the
initial profile. For the simulations displayed here, we set
α = 1.1.

The numerical analysis reveals that the profiles with
S = 1 and g > −2 show oscillations initiated by the
asymmetric perturbation in input (41), but retain their
structural integrity in the course of indefinitely long
evolution. As an example, in Fig. 14a, we plot the
3D isosurface contour of the vortex state with S = 1
and g = −1.5 at t = 6 × 104. Thus, we conclude that
the vortex states with S = 1 are stable against the
transverse deformations at g ≥ −2.

Taking stronger self-attraction with g < −2, we
observe, as it may be expected, that the perturbed pro-
files abruptly lose their integrity, splitting into oscil-
lating fragments, that later develop collapse (intrinsic
blowup). A typical example is displayed in Fig. 14b
for the vortex with S = 1 and g = −8.6, where two
fragments are almost completely separated at t = 165
(shortly before the onset of the intrinsic collapse). This
analysis is reported in Fig. 14 for λ = 0.1, i.e., in the
presence of the trapping potential (10). The considera-
tion of the stability of the vortex solitons in the absence
of the trap is a numerically challenging problem, as the
solitons’ tails tend to be strongly extended in this case.

We have also addressed the (in)stability of vortices
with S = 2 and 3. Unlike the case of S = 1, no stable
profile was found. For ones with S = 2, the evolution

Fig. 15 The same as in Fig. 14, but for vortices with S = 2
and 3. a The isosurface profile with |ψ|2 = 4×10−6 for S = 2
and g = −0.2 at t = 40. b The profile with |ψ|2 = 8 × 10−6,
for S = 3 and g = −0.1 at t = 50

of the input profile (41) leads to fission in two unitary
vortices, which is also an instability scenario known in
other models [65]. In particular, Fig. 15a shows the evo-
lution of an unstable vortex with S = 2 and g = −0.2.
It is seen that, at t = 40, two unitary vortices, produced
by the splitting instability from the double one, form a
pair aligned in the radial direction. Similar results are
produced by the simulations for the vortex with S = 3.
In this case, the unstable evolution leads to the forma-
tion of three unitary vortices aligned along the diame-
ter. The result is illustrated in Fig. 15b, which displays
a snapshot of the 3D density profile of a triple vortex
for g = −0.1 at t = 50.

The results of the (in)stability reported here for the
self-attractive BEC are in agreement with those previ-
ously reported for the 2D NPSE [42,71] and cubic 2D
NLSE [65,72–74].

4 Conclusion

In this work, we have extended the recently developed
analysis of the mean-field dynamics of BEC transversely
confined by the 2D funnel-shaped potential (9), which
is related to the class of nonlinear BEC models with
singular potentials [75]. While previously it was elabo-
rated for fundamental states, we have here presented it
for vortex modes, starting from the 3D GPE, for both
repulsive and attractive signs of the nonlinearity (in
the former case, an axial trapping potential is neces-
sarily included too). In the full 3D form, wave func-
tions of the yrast eigenstates are found as exact solu-
tions of the linearized GPE, and nonlinear states are
found by means of the TF (Thomas–Fermi) approxi-
mation for the case of the self-repulsive nonlinearity.
Further, using the variational approach, the effective
1D NPSE (nonpolynomial Schrödinger equation) has
been derived for the tightly trapped modes, with zero
and nonzero intrinsic vorticities in the transverse plane.
Systematically collected numerical results corroborate
high accuracy of the NPSE, in comparison with the full
3D GPE, in predicting shapes of the modes and results
of their collisions with an axial potential scatterer. In
addition to that, elastic and inelastic collisions between
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1D solitons are studied in detail by means of simulations
of NPSE with the attractive sign of the nonlinearity.
Also identified is the critical value of the self-attraction
strength which separates vortex states with winding
number S = 1 which are stable and unstable against
splitting in two fragments, and it is demonstrated that
all vortices with S = 2 and 3 are unstable against the
splitting.

It may be interesting to extend the analysis for
BEC in the form of the above-mentioned quantum
droplets, which are modeled by the GPE including
additional terms which take into account higher order
self-repulsion terms induced by quantum fluctuations
around the mean-field states [18,19,24].
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