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Abstract Molten salt reactors (MSRs) have gained worldwide interest in recent years due to
their appealing safety and resource utilisation characteristics. These reactors have a unique
feature, i.e. the presence of nuclear fuel in the form of a molten fluoride or chloride salt
containing the fissile and fertile materials. The fuel salt also acts as the coolant, and this
dual role results in a complex, highly coupled multiphysics system which poses a challenge
in modelling and simulation of MSRs. This paper presents the development of a simulation
model for the Molten Salt Fast Reactor (MSFR) to predict the behaviour of inert gas bubbles
in the core and to quantify their impact on the reactivity. Inert gas bubbles in MSFR have
been modelled using a multiphysics approach coupling computational fluid dynamics for
fluid flow and heat transfer with neutron diffusion equation for neutronics and a balance
equation with diffusion and advection terms for taking into account the drift of the delayed
neutron precursors. The two-phase flow has been modelled using a simplified Euler–Euler
model for small volume fraction of the dispersed phase, i.e. for small bubble fraction, which
combines the momentum and continuity equation of the liquid and gas phases and adds a
gas-phase transport equation to track the void fraction. Simulations reveal that the bubble
distribution in the core has a significant impact on reactivity resulting in a difference in the
bubbling feedback coefficient compared to studies using a homogeneous distribution.

1 Introduction

The Molten Salt Fast Reactor (MSFR) is the reference circulating-fuel reactor selected under
the framework of Generation-IV International Forum. This reactor concept was initially
studied under the Euratom Evol project and was subsequently developed under the Hori-
zon-2020 Samofar project [1,2]. In MSRs, a molten fluoride salt acts as both the fuel and
coolant. While this peculiar feature offers several advantages over solid-fuelled reactors, it
also poses a challenge in terms of reactor design and modelling. In MSFR, the velocity field
has a significant impact on the distribution of the delayed neutron precursors (DNPs), thus
affecting the reactor kinetics and resulting in a tightly coupled multiphysics problem [3].
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Moreover, a bubbling system has been proposed in the MSFR design for online removal
of fission products. In addition to its primary objective, bubble injection can also be seen
as a reactivity control method by exploiting the highly negative void feedback coefficient in
MSFR [2]. However, such an application requires development of a multiphysics model capa-
ble of evaluating the impact of bubbles on the thermal hydraulics and neutronics of MSFR.
At present, most of the models available in the literature approximate the two-phase mixture
of fuel salt and gas bubbles as a single-phase flow by including the void feedback effect in the
density feedback. However, as the spatial distribution of the bubbles is expected to impact
the void feedback, such a modelling approach is not suitable for the case of evaluating the
feasibility of bubbling as a method of reactivity control. Moreover, while the density feed-
back mechanism is an intrinsic property of fuel salt, essentially related to fuel expansion with
change in temperature, void feedback is endogenously related to the decrease in localised
fuel concentration by insertion of bubbles. Therefore, to accurately predict thermal hydraulic
and neutronic influence of gas bubbles, the bubbling system of MSFR must be modelled as
a focussed subsystem.

To model the two-phase flow in MSFR, a two-fluid Euler–Euler approach has been pro-
posed by Cervi et al. [4,5]. In these works, the authors have used this approach to evaluate
the void reactivity feedback coefficient on the basis of spatial distribution of bubbles and
have pointed out the differences with respect to simulations carried out with uniform void
fractions. The adoption of this modelling approach can be computationally expensive and
is often not worth the effort especially if the bubble fraction in the reactor is small. In such
cases, a simplified formulation of the two-fluid model can be used with the aim of reducing
the computational expenses through the application of efficient solutions strategies used for
single-phase flows [6]. In this formulation, hereafter referred to as the bubbly flow model, a
single equation representative of both the phases is used and the effect of the gas phase is
accounted using a gas-phase transport equation. In this work, the bubbly flow model has been
adopted to represent the dispersed flow of inert gas–fuel salt mixture. By coupling the bubbly
flow model with heat transfer and neutronics, a multiphysics model has been developed and
implemented using COMSOL Multiphysics to predict the impact of the aforementioned inert
gas bubbles on reactivity of MSFR.

The paper is organised as follows. In Sect. 2, the mathematical equations used to describe
the fluid flow have been presented and are followed by a brief discussion of the COMSOL
Multiphysics implementation in Sect. 3. In Sect. 4, the results of the steady-state simulations
and comparison with previous studies have been presented.

2 Description of the multiphysics modelling

2.1 Two-phase flow

Traditionally, two-phase flows have been classified into three main classes based on geometry
of the interfaces, namely separated flows, mixed or transitional flows and dispersed flows, and
the three classes of flow can be subdivided into different regimes [7,8]. The existence of flow
in a particular regime is determined by the geometry of the system and the thermophysical
properties of the phases, such as viscosity and surface tension, and these flow regimes strongly
affect the interfacial exchanges of mass, momentum and energy. In the MSFR, bubbly flow
regime is foreseen considering the discrete phase of gas bubbles immersed in the fuel salt
which acts as the continuous phase.
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Two-phase flows are traditionally modelled using two main approaches—the Eulerian—
Lagrangian and the Eulerian–Eulerian approach. The Eulerian–Lagrangian approaches track
the individual bubbles or clusters of bubbles through the carrier liquid by solving an appro-
priate equation of motion, while the Eulerian–Eulerian approaches describe the motion of
bubbles in a macroscopic sense by taking phase ensemble averages of the microscopic flow
equations [9]. In the two-fluid Euler–Euler framework, each phase (controlled by its own
conservation equations which include the phase interaction terms) moves and develops inde-
pendently. Several correlations appear in the model to account for loss of information associ-
ated with the averaging and additional closure relations must be added. This model, however,
suffers from a loss of characteristics of the interfaces. This loss of topological information is
not a shortcoming for application to the present work, since an averaged description of the
two-phase flow is sufficient to predict the impact of bubbles on fluid flow and subsequently on
neutronics. In addition, the better computational efficiency compared to Lagrangian particle
tracking and the predictive capabilities of this approach makes it the preferred choice in the
present work.

2.1.1 Two-fluid model

In the present state of the art, the Euler–Euler two-fluid model can be considered as the most
detailed and accurate macroscopic formulation of the thermal hydraulics of two-phase flow
systems. The model is expressed in terms of two sets of conservation equations governing the
balance of mass, momentum and energy in each phase. The degree of coupling between the
phases is decided by the interfacial interaction terms which, therefore, have a strong influence
on the transfer processes. The transfer processes of each phase can be expressed by their own
equations and, without the interfacial exchanges, the two phases are essentially independent.

As a starting point of the derivation of the simplified bubbly flow model, the Euler–Euler
model employed by Cervi et al. [4] is presented since this model turned out to perform
well in the description of the MSFR bubbling system. The Eulerian modelling framework
is based on ensemble-averaged mass, momentum and energy balance equations for each
phase. The Navier–Stokes equations are averaged for each phase over a volume that is small
compared to the computational domain but large compared to the dispersed phase. The two
phases are assumed to behave as two continuous and interpenetrating fluids. With the liquid
phase as continuum and the gaseous phase (bubbles) as dispersed phase, the equations in
non-conservative form [10,11] are presented in the following paragraphs.

The momentum equations can be written as the following:

∂ρlαlul
∂t

+ ρlαlul∇ · (ul ) = −αl∇ p + αlρlg + ∇ · αl(τl + τT
l ) + (Γlgug − Γglul )

+ Mlg + αlFV,l

∂ρgαgug

∂t
+ ρgαgug∇ · (ug) = −αg∇ p + αgρgg + ∇ · αg(τg + τT

g ) + (Γglul − Γlgug)

+ Mgl + αgFV,g

(1)

The continuity equations take the following form:

∂

∂t
(ρlαl) + ∇ · (ρlαlul ) = Γlg

∂

∂t

(
ρgαg

) + ∇ · (
ρgαgug

) = −Γlg

(2)
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where u is the velocity of each phase, p is the pressure, α represents the phase volume fraction,
ρ is the density of each phase, Γ represents mass transfer rates, τ denotes the viscous stress
tensor, τT denotes the Reynolds stress tensor, g is the vector of gravitational acceleration,
M is the interfacial force and FV denotes any other volume force term. Subscripts l and g
denote liquid and gas phases, respectively. Subscript lg denotes transfer from liquid to gas
and vice versa for subscript gl.

It must be mentioned that, in the above equations, the influence of surface tension in the
case of liquid phase has been neglected and a single averaged bubble size has been adopted to
neglect the effect of potential size distribution of the dispersed phase. The following equations
represent the viscous stress tensor for Newtonian liquid and gas phases:

τl = μe
l

(
∇ul + ∇uTl − 2

3
(∇ul )I

)

τg = μe
g

(
∇ug + ∇uTg − 2

3
(∇ug)I

) (3)

where the effective viscosity μe is given as the sum of material viscosity, μ, and turbulent
viscosity μT.

2.2 Energy balance equation

The classical energy conservation equation for two-phase flows results in two energy equa-
tions, one for each phase. While the total energy equation [10] takes into account the mechan-
ical terms such as work done by the surface tension and effect of changes in mean curvature,
it is often convenient to use the thermal energy formulation where the mechanical terms are
insignificant compared to high heat transfer rates. The energy balance equations can then be
written as follows [10]:

∂

∂t
(ρlαlHl) + ∇ · (ρlαlulHl) = ∇ · [

αlλ
e
l ∇Tl

] + (
ΓlgHg − ΓglHl

) + Ql

∂

∂t

(
ρgαgHg

) + ∇ · (
ρgαgugHg

) = ∇ ·
[
αgλ

e
g∇Tg

]
+ (

ΓglHl − ΓlgHg
) + Qg

(4)

where T denotes the temperature of each phase, λe is the effective thermal conductivity,
H is the enthalpy and Q denotes the heat source density and can be given as the sum of
the fission heat and the decay heat from DNPs, therefore directly coupling neutronics and
thermal hydraulics.

In turbulent flows, the time smoothing of energy balance results in the appearance of a
turbulent heat flux which can be expressed in terms of correlation of velocity and temperature
fluctuations. The turbulent heat flux can be modelled using a number of empirical correla-
tions, the most commonly used being the eddy thermal conductivity and the mixing length
expressions of Prandtl and Taylor [12]. In the eddy conductivity approach, the turbulent flux
is analogous to the Fourier law of heat conduction and is equal to −λT∇T where λT denotes
the turbulent thermal conductivity given by the following equations:

λT = μTCp

PrT

PrT =
(

1

PrT∞
+ 0.3

(
PrT∞

)0.5
−

(
0.3Cpμ

T

λ

(

1 − exp

(

− λ

0.3CpμT(PrT∞)0.5

))))−1

(5)
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where μT and Cp denote the turbulent viscosity and heat capacity, respectively, and the
turbulent Prandtl number, PrT, has been represented using the Kays–Crawford model [13]
with the turbulent Prandtl number at infinity, PrT∞, equal to 0.85. Subsequently, the effective
thermal conductivity, λe, can be expressed as the sum of material thermal conductivity, λ,
and turbulent thermal conductivity, λT.

2.3 Bubbly flow model

While the equations discussed as part of the two-fluid model provide the most accurate
results for all kinds of bubbly flows, their advantages are outweighed by the computational
requirements. When this burden is not worth the effort, the equations for each phase can be
combined into a single equation representative of both the phases. Such equations normally
account for the flow in terms of the continuous phase and a gas-phase transport equation is
added to track the volume fraction of the dispersed phase.

The bubbly flow model simulated in this work is a simplification of the Euler–Euler model
discussed in the previous section. The bubbly flow model is based on the assumptions that the
gas density is negligible compared to the liquid density, the motion of the gas bubbles relative
to the liquid is determined by a balance between viscous drag and pressure forces, and the
two phases share the same pressure field [6]. The momentum and the continuity equations
for the two phases can then be combined, and a gas-phase transport equation can be added
to keep track of the volume fraction of the gas bubbles. Furthermore, since the gas–liquid
bubbly flows in MSFR do not involve any interfacial mass transfer, the mass transfer rates
Γlg and Γgl are zero, resulting in the following system of equations [14]:

αlρl
∂ul
∂t

+ αlρlul · ∇ul = −∇ p + ∇ ·
[
αl(μl + μT)

(
∇ul + ∇uTl − 2

3
(∇ul )I

)]

+αlρlg + F (6)
∂

∂t

(
ρlαl + ρgαg

) + ∇ · (
ρlαlul + ρgαgug

) = 0 (7)

where ul is the velocity of liquid phase, p is the pressure, α denotes the phase volume fraction,
ρ is the density, g is the gravity vector, F is any additional force per unit volume, μl denotes
the dynamic viscosity of liquid and μT represents the turbulent viscosity.

For the case where there is no mass transfer between the two phases, the gas-phase transport
equation can be written as:

∂ρgαg

∂t
+ ∇ · (ρgαgug) = 0 (8)

Furthermore, at low void fractions, the role of bubbles in heat transfer is considered only
through bubble-induced turbulence. The temperature field can be well approximated by the
energy equation for liquids as follows:

ρlcP
∂T

∂t
+ ρlcP∇ · (ulT ) = ∇ · [

λe
l ∇T

] + Q (9)

The power source density Q in the above equation couples the neutronics and the thermal
hydraulics using the following equation [4]:

Q = (1 − β)EfΣfΦ + βλheatC (10)
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where Ef represents the energy produced per fission, Σf represents the macroscopic fission
cross section, β represents the DNP fraction, λheat represents the decay heat constant, Φ

represents the neutron flux and C represents the DNP concentration.

2.4 Neutronics

2.4.1 Neutron flux

An exact model for the neutronic analysis requires the complete neutron transport equa-
tion. In the literature, SP3 neutron transport, multigroup neutron diffusion and Monte Carlo
approaches have been explored for MSFR neutronics [5,15,16]. However, the one energy
group neutron diffusion approximation [17], capable of capturing the complexity of coupled
neutronic and thermal hydraulics in MSFR, has been adopted in this work to reduce the
required computation time. The neutron diffusion equation takes the following form:

1

vn

∂Φ

∂t
= ∇ · (D∇Φ) − ΣaΦ + λC + (1 − β)νΣfΦ (11)

where Φ is the neutron flux, C denotes the delayed neutron precursor concentration, vn is the
average velocity of neutron population, Σa and Σf represent the macroscopic absorption and
fission cross sections, respectively, D is the neutron diffusion coefficient, β is the fraction
of fission neutrons emitted by precursors, ν is the average number of neutrons emitted per
fission reaction and λ is the decay constant of the precursors. The macroscopic cross sections
and their temperature dependencies can be calculated by means of Serpent Monte Carlo code
[18] employing the JEFF-3.1 library [19].

The gas bubbles present in reactor core act as voids from the point of view of neutrons
and have an impact on the nuclear data of MSFR fuel. The bubbles alter the effective volume
of fuel and thereby alter the macroscopic cross sections. This effect can be accounted by
weighting the cross section by the volume fraction of fuel.

Σ = αlΣl + αgΣg ≈ αlΣl (12)

Thermal feedback on neutronics has been accounted for by employing a simple logarithmic
temperature dependence using cross sections at 900 K and 1200 K for the interpolation. The
cross sections are assumed to be proportional to local density and also to local volume fraction
of the fuel [20].

Σ(T, ρ, αl) = αl

(
ρ

ρ0

) [
Σ0 + αΣ log

(
T

T0

)]

D(T, ρ, αl) = 1

αl

(
ρ0

ρ

) [
D0 + αD log

(
T

T0

)] (13)

where T0 is the fuel reference temperature and ρ0 is the fuel density at the reference temper-
ature.

2.4.2 Delayed neutron precursor (DNP)

In the MSFR, the delayed neutron precursors drift along with the fuel salt. This DNP drift
plays an important role in reactor dynamics of molten salt reactors and the equation for
precursor concentration must account for the effect of fuel mobility. The velocity field of
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the fuel is taken into account by introducing convection and diffusion terms in the balance
equation of DNP [21–23] as shown below:

∂C

∂t
+ ul · ∇C − ∇ ·

(
μT

ρScT
∇C

)
= βνΣfΦ − λC (14)

where C is the precursor concentration, ul is the fuel velocity, μT represents the turbulent
viscosity and Sc is the turbulent Schmidt number which is equal to 0.85 [24,25].

2.5 Bubbling feedback coefficient

The effect of non-uniform neutronics perturbations can be estimated by a multigroup calcu-
lation where perturbations are represented by appropriate space-dependent group constants.
However, such localised perturbations inherently require a multigroup calculation in at least
two dimensions resulting in a high computational cost [26]. If the perturbations are not so
large as to substantially distort the flux in the neighbourhood of the perturbation, perturba-
tion theory can be employed to determine such effects. In case of small void fractions, the
change in core multiplication caused by the bubbles is sufficiently small to be treated as a
perturbation and therefore the original criticality calculation can be avoided [27].

The bubble-induced perturbations in the core parameters, as compared to single-phase
flow, can be represented in terms of the gas void fraction as follows:

δΣf = −αgΣf

δΣa = −αgΣa (15)

δD = αgD

(1 − αg)

where αg is the bubble void fraction computed from the gas-phase transport equation.
The reactivity change, based on the first-order perturbation theory, can be expressed as:


ρ =
∫
Ω

[
Φ ′ (νδΣf − δΣf ) Φ − ∇Φ ′δD∇Φ

]
dΩ

ν
∫
Ω

Φ ′ΣfΦdΩ
(16)

where Φ ′ and Φ represent the perturbed and the unperturbed flux, respectively, and the
domain Ω refers to the reactor core without the recirculation loops. The perturbed flux is
associated with changes in macroscopic cross sections and diffusion length due to the effect
of gas bubbles.

The reactivity feedback provided by the inert gas bubbles can be quantified in terms of the
bubbling feedback coefficient. This coefficient is defined as the average reactivity inserted
per unit of gas void fraction in the core and takes the following mathematical form:

αbubbling = 
ρ
1
Ω

∫
Ω

αgdΩ
(17)

where the reactivity insertion due to bubbles 
ρ can be computed by Eq. (16).

3 COMSOL multiphysics model

COMSOL Multiphysics is a finite element solver and multiphysics simulation software which
is used for the solution of coupled systems of partial differential equations (PDEs). The pre-
dictive capabilities of COMSOL Multiphysics for MSFR modelling have previously been
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Fig. 1 Axially symmetric MSFR benchmark geometry [23]. The left boundary denotes the axis of the reactor

evaluated at Politecnico di Milano [28,29] and a number of models for MSFR have been devel-
oped using COMSOL [15,30]. While OpenFOAM has been widely used for multiphysics
simulation of MSFR, in the present work COMSOL Multiphysics has been used with the aim
of employing the finite element discretisation instead of the finite volume discretisation used
in OpenFOAM. COMSOL allows accurate multiphysics modelling by offering well-defined
coupling approaches and robust numerical methods allowing the user to focus on the physical
and mathematical modelling of the phenomena. Using COMSOL made it possible for the
work to be focused on exploring the applicability of the bubbly flow model to MSFR instead
of focusing on implementing the model in OpenFOAM.

The conceptual design of MSFR proposed under the EVOL project consists of a cylindrical
core geometry with 16 external loops for fuel re-circulation [31]. In the present work, this
nearly axially symmetric core geometry has been extended to the complete primary circuit by
approximating the 16 external re-circulation loops with a single annular loop. This modelling
approach leads to drawbacks such as the impossibility to predict some localised effects in core
such as the flow pattern in the vicinity of core inlet and outlet [15]. However, since the focus
of the work is on the adoption of the bubbly flow model for MSFR, the simplified geometry is
a reasonable modelling choice for the purpose of modelling assessment. In addition, it allows
for a two-dimensional axially symmetric COMSOL model reducing computational costs and
time required for the simulation. The model can be applied to the 3D toroidal geometry of
MSFR at the later stages. The simplified benchmark geometry is illustrated in Fig. 1.

Though the two-dimensional model cannot explicitly represent the pumps and heat
exchangers, replacing the physical components by volumetric forces and heat sources or
sinks, respectively, serves as a good approximation. The pump has been simulated by a vol-
ume force in the direction of flow to establish a nominal fuel salt flow rate of 4.5 m3s−1. The
heat exchange with the intermediate circuit has been modelled using a heat sink proportional
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Fig. 2 Schematic description of the geometry used in the multiphysics model. The bubbles are injected
through a distributed area at the base of the reactor, and the outlet is placed at the top of the core, close to
the recirculation loop. The heat exchanger and pump marked in blue have been approximated by a volumetric
heat source and a volumetric force, respectively

to the temperature difference between the primary and secondary circuits, and the heat trans-
fer coefficient has been taken as the harmonic mean of the heat transfer coefficients on each
side of heat exchanger [15]. Bubble inlet was defined at the bottom of the core near the centre
of the core, and the outlet was defined at the top surface of the core close to re-circulation
loop outlet, as shown in Fig. 2.

To achieve a good compromise between numerical accuracy and computational require-
ments, the mesh consists of triangular elements with progressive refinement close to the walls
and bubble inlet and outlet. P2/P1 elements have been adopted for the fluid flow variables,
namely velocity and pressure, while linear Lagrangian elements have been used for other
variables, namely, temperature, neutron flux and delayed neutron precursor concentration. A
segregated approach has been adopted using direct solver MUMPS [32,33] for the solution
of each segregated group as shown in Fig. 3.

4 Results and discussion

4.1 Thermal hydraulics

The multiphysics model developed based on the equations presented in Sect. 2 was compared
with a previous study performed by Fiorina et al. [34]. While a single-phase model was
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Fig. 3 Schematic diagram showing the segregated solver scheme adopted for the solution of the finite element
multiphysics model in COMSOL

employed in [34], a zero void fraction was imposed in the present model for the sake of
comparison. Though the results by Fiorina et al. are not shown for brevity, both the velocity
and temperature fields obtained in this work follow the same distribution as the single-phase
model. The close agreement of results with the results by Fiorina et al. serves as a simple
verification of the multiphysics model. As shown in Fig. 4, a wide recirculation zone exists
close to the blankets, while the fuel is nearly stagnating at the core centre, near the axial
reflectors. This is a direct consequence of the benchmark geometry shape and the inertial
motion of the fuel salt entering the reactor core from recirculation loop.
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Fig. 4 Single-phase flow velocity field in the core (m s−1) shows the presence of recirculation zone on the
right and stagnation zones on the left bottom and top

Figure 5 shows the temperature distribution in the reactor core. The temperature in the
recirculation zone is higher than the temperature at the outlet by around 300 K. This is
due to the reduced heat removal as a consequence of reduced flow near the blanket. The
reduced flow also causes a build-up of DNPs in the recirculation region and leading to an
increase in the decay heat and contributing to the higher temperature in the region. Though
the increased temperatures can lead to higher thermal stresses in the structural material,
the problem has been resolved by employing an hourglass-shaped core under the Samofar
project [35]. However, since the present work focuses on the application of the developed
model to predict the reactivity feedback of the bubbles, the simplified geometry has been
employed.

A nominal bubbling mass flow rate of 20 ltr/sector/min has been prescribed under the
Samofar project. At this mass flow rate, the void distribution obtained in the reactor core
is shown in Fig. 6. Due to the relatively large gas inlets and outlets used in this model, the
bubbles collect close to the inlet an outlet. While a dragging effect on the bubbles as they
enter the core should have carried them to the core, the fluid streamlines obtained in this
geometry fail to accomplish this. Thus, the injection of bubbles close to the recirculation
loop entry, as used by Cervi et al., proves to be a better choice.

In the case of two-phase flows, as a consequence of bubble-induced turbulence, a higher
fuel salt velocity compared to single-phase flow has been observed. Figure 7 shows that
even though the velocity field remains similar in shape to single-phase flow, the maxi-
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Fig. 5 Single-phase flow temperature distribution in the core (K) with superimposed velocity streamlines.
The high temperatures in the recirculation zone are the result of reduced heat removal

mum velocity increases and the difference between the velocities in the two cases is shown
in Fig. 8. However, a comparison of the temperature profile obtained from single-phase
and two-phase studies reveals little difference in the simulated temperature profiles. This
observation can be attributed to almost equal turbulent viscosity (and subsequently tur-
bulent conductivity) achieved in the two cases. Turbulent viscosity depends on turbulent
kinetic energy and dissipation rate predicted by the k–ε turbulence model. At small bub-
ble void fractions, as in this work, the difference between turbulent kinetic energies and
dissipation rates for the two cases is negligible resulting in almost identical turbulent vis-
cosities. For the sake of brevity, the plot of these quantities has not been presented in the
paper.

4.2 Neutronics

The theoretical axial distribution of the normalised neutron flux for a homogeneous reac-
tor is expressed as cos (π z/He), where He is the effective height and z is the distance
along the axis from the centre of the core [26]. For verification purposes, the normalised
neutron flux calculated from the multiphysics model for MSFR was compared with the
theoretical axial distribution, assuming a single-phase flow. Figure 9 shows the flux along
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Fig. 6 Void distribution corresponding to nominal bubble flow rate shows that the bubbles accumulate close
to the inlet and outlet. The void distribution is also higher in the recirculation and stagnation zones

the axial coordinate of MSFR computed through the multiphysics model with and with-
out flow along with the theoretical flux. As is clear from Fig. 10, which shows the rela-
tive difference between the computed flux distributions and the theoretical one, the com-
puted flux distributions closely resemble the theoretical. The agreement verifies the a priori
assumption that the fuel salt motion does not significantly affect the neutron flux distribu-
tion.

The delayed neutron precursors, on the other hand, drift along with the fuel and show
a higher concentration towards the top of the reactor. Moreover, the DNPs get transported
to the recirculation loop and decay outside the core, leading to a reduction in the effective
multiplication factor in the core. The spatial distributions of neutron flux and DNPs in MSFR,
considering single-phase flow, are shown in Figs. 11 and 12. While a single DNP family
has been modelled in this work, it can be conjectured that fluid flow has different impact
on distributions of different precursors. In fact, the precursors with smaller decay constants
(longer lifetime) flow further downstream compared to precursors with larger decay constants
(shorter lifetime). Therefore, it can be concluded that the liquid-fuel flow has stronger effects
on the precursors with longer lifetimes [34,36].

The bubbles, however, can have a significant influence on both neutron flux and DNPs.
The bubbles affect both the effective macroscopic cross sections of the fuel salt as well as
the spatial distribution of fuel salt in the core, thus impacting the neutron flux and DNP
concentrations through both spatial and importance effects. However, in the present work,
owing to the very low void fractions, the impact of the bubbles has been observed only to a
very small extent. To avoid repeating figures which exhibit very similar results, the neutron
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Fig. 7 Velocity field in core (m s−1) in two-phase flow. The recirculation and stagnation zones are reduced
in volume, and a larger area has a higher velocity near the centre of the core. However, the top left corner has
a lower velocity due to accumulation of bubbles

flux and DNP concentration for bubbly flow have been omitted. Instead, to visualise the
impact of bubbles, Fig. 13 shows the comparison between the computed normalised neutron
flux distribution and the theoretical cosine-shaped distribution calculated with bubbly flow.
The relative difference between the two distributions, shown in Fig. 14, exhibits the significant
impact of the bubbles on the neutron flux distribution.

Figure 15 shows the spatial distribution of the difference in neutron fluxes for single-
phase and two-phase flows, and Fig. 16 shows a similar distribution for DNPs. While the
difference for neutron flux is highest at the places with highest void fractions, the difference
for DNPs closely resembles the difference in velocity field. This behaviour further supports
the inference that while neutron flux is only affected by the voids, the DNPs are affected by
a combination of fluid flow and void effects.

The bubbles provide an additional transport mechanism for DNPs, some of which are
constituted by metallic species that are not soluble in the molten fluoride matrix. These
precursors may leave the fuel circuit due to extraction by gas bubbling or deposition in cold
metallic surfaces in the out-of-core part of the loop [37]. This results in a reduction in the
effective multiplication factor of the core as shown in Table 1.

123



Eur. Phys. J. Plus (2020) 135:409 Page 15 of 22 409

Fig. 8 Difference in liquid phase velocities for single and two-phase flows in core. The areas represented in
lighter shades have a higher velocity in two-phase. However, due to accumulation of bubbles, a stagnation is
observed close to the recirculation loop outlet

4.3 Bubbling feedback

The bubbling feedback coefficient was evaluated on the basis of the spatial distribution of the
bubbles (shown in Fig. 6) using first-order perturbation theory, and the resulting coefficients
were compared with those obtained by Brovchenko et al. using simulations performed with
uniform void fractions [38]. At the nominal bubbling mass flow rate prescribed under the
Samofar project, that is 20 ltr/sector/min, the bubbles provide a negative reactivity insertion
equal to −1.3104 pcm for an average void fraction equal to 1.3817×10−4%. This corresponds
to a bubbling feedback coefficient equal to −105.8514 pcm/% which is lower than the
bubbling feedback obtained under Samofar using Monte Carlo simulations. The difference
in two predictions can mainly be attributed to the differences in the two modelling approaches.
These differences include, but are not limited to, the one-group diffusion approximation and
the use of volume-averaged methods in order to minimise the associated computational costs.

In order to better predict the impact of bubbles, computations for different mass flow rate
of the gas were performed and the obtained results are reported in Table 2. Owing to the same
inlet/outlet boundary conditions and flow, the spatial distribution of the bubbles for different
mass flow rates was similar to the one shown in Fig. 6, and while only a tiny change was
observed in the bubbling feedback coefficient corresponding to different mass flow rates,
a further comparison with the uniform void fraction study by Brovechenko et al. [38] and
another study by Cervi et al. [39] demonstrates the dependence of the bubbling feedback
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Fig. 9 Comparison of normalised neutron flux distribution along the axis (i.e. r = 0 in the axisymmetric
model) in the case of single-phase flow. The flow is expected to have negligible impact on the distribution,
and the computed distribution for both flow and no-flow case closely matches the theoretical cosine-shaped
axial distribution

Fig. 10 Relative difference of the computed neutron flux distributions with respect to the theoretical cosine-
shaped distribution. For the case without flow, the difference is around 0.5%, while for the case with flow the
difference is slightly higher close to the top of the core but is still relatively small

coefficient on the gas bubble distribution within the core. In fact, the results by Cervi et al.
[39] show a significant difference in the values of bubbling feedback coefficient for different
void fractions as opposed to the present work. This discrepancy arises from the difference
in bubble inlet and outlet boundaries. While Cervi et al. considered the bubble inlet as an
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Fig. 11 The normalised neutron flux in MSFR for the case without bubbles

Fig. 12 Normalised DNP distribution in MSFR shows that drift of the DNPs along with the fuel salt. As a
result, the DNPs collect towards the top and also flow out of the core into the recirculation loops. A higher
concentration of DNPs in the recirculation and stagnation zone is observed
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Fig. 13 Normalised neutron flux distribution along the axis (i.e. r = 0 in the axisymmetric model) for bubbly
flow

Fig. 14 Relative difference between computed and theoretical normalised neutron flux distribution along the
axis shows that while the fuel salt flow had little impact on the distribution, the bubbles have a relatively much
prominent impact

injection and the outlet as a suction, resulting in the bubbles being concentrated in a smooth
streamline close to the centre of the core, distributed inlet and outlet were considered in this
work, resulting in accumulation of bubbles in areas of low neutronic importance. Moreover,
such an accumulation also contributes to comparatively lower bubbling feedback coefficient
as mentioned before. Furthermore, for very small void fractions, as in the present case, the

123



Eur. Phys. J. Plus (2020) 135:409 Page 19 of 22 409

Fig. 15 Difference between neutron flux for flows with and without bubbles shows that the highest effect is
close to the top and bottom and near the axis. This corresponds to the bubble distribution shown in Fig. 6

distribution remains relatively unaffected for different void fractions, thus contributing to the
predicted values of αbubbling.

5 Conclusions

Owing to its several favourable characteristics with respect to Gen- IV solid-fuelled reac-
tors, such as the presence of strong negative void and temperature feedbacks and a low fissile
inventory, Molten Salt Fast Reactor has garnered significant scientific and industrial interest.
However, the strong coupling between fluid flow, heat transfer and neutronics makes mod-
elling and simulation of MSFR a challenging task. This is even more complex if we consider
the bubbling system which makes the fuel salt a two-phase mixture. In this paper, an effort
has been made to develop a multiphysics model to predict the impact of the inert gas bubbles
on the thermal hydraulics and neutronics of the MSFR.

In particular, the focus has been on coupling the bubbly flow model for dispersed two-phase
flow at low void fractions with heat transport equation and neutronics model consisting of
one-group neutron diffusion equation and DNP transport equation to develop a multiphysics
model to predict the void feedback coefficient of the inert gas bubbles. A multiphysics model
developed using COMSOL has been used to simulate the steady-state behaviour of the MSFR,
and for the simplified cylindrical geometry employed in the present work, it was shown that the
bubble-induced turbulence leads to an increase in the salt velocity although the temperature
field was relatively unchanged at very small void fractions. Neutronics results show that both
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Fig. 16 Difference in concentration of DNPs for flows with and without bubbles closely resembles the
difference in liquid phase velocities for flows with and without bubbles as shown in Fig. 8

Table 1 Multiplication factors for different types of fuel flow

Non-circulating fuel Single-phase circulating fuel Two-phase circulating fuel

0.9802 0.9781 0.9669

the neutron flux and DNP concentration were affected by the gas bubbles and an average
reactivity feedback coefficient of −105.8514 pcm/% was obtained. An observation was the
importance of spatial distribution of bubbles on the reactivity feedback provided, which was
made evident by the difference in the bubbling feedback coefficient compared to the values
obtained by previous studies that used a homogeneous distribution. However, better results
can be expected by modelling the bubble inlet and outlets as a narrow aperture and moving
the bubble inlet closer to the recirculation loop.

In future, the model will be improved by adopting a multigroup diffusion approximation
and using an adjoint perturbation analysis to predict the spatial importance of the inert gas
bubbles. Furthermore, since the fuel salt–gas mixture can be highly compressible with low
speed of sound, compressibility effects will be included in this model. Cervi et al. [4] have
investigated the impact of the fuel mixture compressibility during accidental super-prompt-
critical scenarios, using the Euler–Euler model. Including these effects in the simplified
bubbly flow model used in this work can be particularly useful for applications such as control-
oriented models of MSFR where the full fidelity Euler–Euler model might be computationally
expensive.
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Table 2 Reactivity change versus average core void fraction

Void fraction (%) Multiplication factor Void coefficient (pcm/%)

0.00 0.979900

0.69 × 10−4 0.979880 −105.61

1.38 × 10−4 0.979875 −105.78

1.72 × 10−4 0.979869 −105.77

2.07 × 10−4 0.979862 −106.46

2.76 × 10−4 0.979849 −105.74

3.44 × 10−4 0.979837 −105.72
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