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Abstract. Meta-stable systems are those staying in the local equilibrium state: being slightly deviated from
it they return to the equilibrium, but in case deviation surpasses a critical value those systems fall down
to another equilibrium state. Chemically reacting gaseous mixture provides a typical example of a meta-
stable system. The paper is aimed at numerical and experimental investigation of detonation initiation
in hydrogen-air mixtures due to focusing of a shock wave reflected inside a wedge. Both numerical and
experimental investigations were conducted. Comparison of numerical and experimental results made it
possible to validate the developed 3D transient mathematical model of chemically reacting gas mixture
flows incorporating hydrogen-air mixtures. Kinetic schemes and turbulence models were improved based
on comparison of numerical and experimental results. Several different flow scenarios manifest in the
reflection of shock waves all being dependent on the incident shock wave intensity: reflection of the shock
wave with lagging behind the combustion zone, formation of a detonation wave in reflection and focusing,
and intermediate transient regimes.

1 Introduction

Combustible systems present typically in meta-stable
states, which means that, being slightly heated, they re-
turn in time to ambient temperature due to heat losses.
While being heated to a definite extent such systems give
birth to self-sustained combustion waves, which convert
the gaseous mixture from one local equilibrium state of
initial chemical species to final equilibrium state of reac-
tion products. This transition is accompanied by chemical
energy release giving support for the self-sustained propa-
gation of a chemical reaction zone. The process is generally
named combustion. As it was known since the beginning
of the 20th century, combustion in gaseous mixtures could
take place in two different modes: deflagration and detona-
tion. Deflagration is a subsonic combustion mode, which
serves as the basis for the working cycle of all the combus-
tion engines now. Detonation is a supersonic combustion
mode, which was considered to be harmful for engines
due to intense loads. The detonation combustion mode
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has definite exceptional properties as compared with the
classical deflagration mode used in modern engines. These
differences are: extraordinary higher rates of flame prop-
agation (four orders of magnitude higher), higher pres-
sure and temperature values in the reaction zone, mini-
mal entropy production for the Chapman-Jouget regime.
Unsteady-state transition processes between the two com-
bustion modes are possible. The control of the detonation
onset is necessary in perspective pulse detonation engines
using hydrogen-air mixtures in the working cycle, which
are under development now. Hydrogen fuel is a very per-
spective fuel making the engine exhaust much cleaner than
that for hydrocarbon combustion [1,2]. Chemical kinet-
ics for hydrogen-air mixtures combustion are well devel-
oped [3–8]. The advantages of a constant volume com-
bustion cycle as compared to constant pressure combus-
tion in terms of thermodynamic efficiency has focused the
search for advanced propulsion on detonation engines [9–
11]. Temperature in a constant volume cycle could be,
generally, higher than that in a constant pressure cycle,
which could lead to an increase of NOx production rate.
However, the NOx production rate is still slow as com-
pared with other reaction stages. Numerical simulations
of pulse detonation engines operation aimed at increasing
their efficiency and developing control strategies consume
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much time and computational recourses. Parallel comput-
ing technologies and developing effective schemes aim at
reducing the simulation time [12–18]. The thermodynamic
efficiency of the Chapman-Jouget detonation as compared
with slow combustion modes is due to the minimal entropy
of the exhaust jet [11]. During the past several decades dif-
ferent schemes of pulse detonation engines were suggested
and aimed to demonstrate that the proper utilization of
the operation cycle does result in improved performance.
Deflagration to detonation transition processes were stud-
ied with the goal of making this process serve as the basis
for the detonation onset within a working cycle, as well
as continuously working engines with rotating detonation
wave were modeled [19–33]. There still exist many issues in
developing this technology, which represent scientific and
technological challenges. In particular, it is not clear up
to now, which principle of pulse detonating cycle is more
effective: co-flow or counter-flow detonation wave propa-
gation and what cycle is preferable: pulse detonation or ro-
tating detonation. The success in resolving these problems
will determine the implementation of detonation propul-
sion. Extensive numerical multidimensional simulations of
detonation onset and propagation are necessary in com-
bustion chambers able to distinguish the optimal scheme
for the operation cycle. Parallel computing is a powerful
tool enabling to make simulations more effective and less
time consuming [12–18]. However not all numerical prob-
lems allow effective parallelization. Thus problems of the
effective acceleration of simulation procedures have their
theoretical limits [34,35].

The aim of the present study is investigating detona-
tion initiation at short distances by relatively weak ini-
tiators using the advantage of shock waves focusing and
energy cumulation in the reflection inside a wedge. The-
oretical investigations and numerical simulations will be
supported by experimental studies in a shock tube.

2 Mathematical model

Equations

In order to calculate multicomponent gas dynamics with
chemical reactions excluding transport phenomena effects
and considering external mass and energy sources we use
the following set of simultaneous equations:
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In eqs. (1)–(3) the index k takes values 1, . . . , NC (num-
ber of components) and the indices i, j take values 1, 2,
3 (number of dimensions); repeated indices presume sum-
mation. In total there are NC +4 differential equations in
the set.

Algebraic relations

Differential equations (1)–(3) are to be complemented
with three algebraic relations and algebraic representa-
tions for chemical and mass and energy sources. The first
three relations will look like:

ρ =
NC∑
k=1

ρk,

p = RGT

NC∑
k=1

ρk

Wk
,

E = RGT

NC∑
k=1

ρk

Wk
(Ĥk(T ) − 1). (4)

Relations (4) define gas density ρ, pressure p and inter-
nal energy per unit volume E of the mixture, respec-
tively. Other definitions are: RG —universal gas constant,
Wk —molar weight of a component and for temperature
functions – Ĥk(T ) —dimensionless enthalpy of a compo-
nent encompassing the enthalpy of formation at a given
temperature Tref (“chemical energy”). More precisely the
conception of dimensionless thermodynamic data is given
in [1]. As these expressions show, in algebraic expressions
here and in what follows it is often convenient to use the
molar density Xk (which sometimes, especially in chemical
literature, is called “concentration”) instead of the partial
component density ρk:

Xk =
ρk

Wk
. (5)

The mass source ω̇k is due to the chemical interactions
present in the system of gases. The mass source Ṁk re-
sults from the external source outcome. The source Q̇M

in the energy equation is a total income of energy carried
with the external mass Ṁk; the source Q̇ in the energy
equation denotes extra energy income from the external
source. The thermal energy source implying chemical re-
actions inside the system is absent in this model because
energy E already encompasses the chemical energy of each
component. External sources are not directly linked chem-
ical interactions inside the system; they aim to inject mass
and energy in the gas mixture from the outside for igni-
tion and movement excitation. In our problem setup they
explicitly depend on time and location.

Chemical sources ω̇k for most systems take a compli-
cated form; they can be expressed depending on temper-
ature T and set of the molar densities X = {Xk}; the
sum of these sources equals zero due to the law of mass
conservation in chemical reactions:

ω̇ = Wkω̂k(T,X),
NC∑
k=1

ω̇k = 0. (6)

There also exist more precise laws of chemical interactions
(law of mass conservation for each element), which are
taken into account in the kinetic mechanism and can be
considered in the numerical realization of the model for the
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Table 1. Chemical kinetics mechanism. Units: cm, s, mol, K.

1. O2+H=OH+O 6.06 · 1014 · T−0.097 · exp(−7560/T )

2. H2+O=OH+H 5.06 · 104 · T 2.67 · exp(−3163/T )

3. H2+OH=H2O+H 2.17 · 108 · T 1.52 · exp(−9650/T )

4. OH+OH=H2O+O 3.35 · 104 · T 2.42 · exp(+969.5/T )

5. H+H+M1=H2+M1
2 1.80 · 1018 · T−1

6. O+O+M1=O2+M1 2.90 · 1017 · T−1

7. H+OH+M1=H2O+M1 2.20 · 1022 · T−2

8. H+O2+M1=HO2+M1 2.30 · 1018 · T−0.8

9. HO2+H=OH+OH 1.50 · 1014 · exp(−505.0/T )

10. HO2+H=H2+O2 1.05 · 1014 · exp(−1029/T )

11. HO2+H=H2O+O 3.00 · 1013 · exp(−866.0/T )

12. HO2+O=OH+O2 1.80 · 1013 · exp(+204.5/T )

13. HO2+OH=H2O+O2 6.00 · 1013

14. HO2+HO2=H2O2+O2 2.50 · 1011 · exp(+625.5/T )

15. OH+OH+M1=H2O2+M1 3.25 · 1022 · T−2

16. H2O2+H=H2+HO2 1.70 · 1012 · exp(−1888/T )

17. H2O2+H=H2O+OH 1.00 · 1013 · exp(−1804/T )

18. H2O2+O=OH+HO2 2.80 · 1013 · exp(−3223/T )

19. H2O2+OH=H2O+HO2 5.40 · 1012 · exp(−505.2/T )

20. O+H+M2=OH+M2
3 4.71 · 1018 · T−1

calculation simplification and precision improvement. A
general form of chemical sources is quite complicated and
includes members which are nonlinear for each argument;
the common view is

ωr = Mr(X)

×
[
kF,r(Mr, T )

∏
j

X
αr,j

j − kR,r(Mr, T )
∏
j

X
βr,j

j

]
, (7)

where ωr is the speed (intensity) of the reaction r, νr,k is
an algebraic stoichiometric coefficient of a component k in
the reaction r, Mr is a third bodies influence coefficient
(those which don’t change) in the reaction r, which equals
1 when this influence is absent, kF,r is a speed coefficient
of a forward reaction, usually depending solely on tem-
perature, but for some (“out-of-order”) reactions also of
Mr, kB,r is a speed coefficient of the backward reaction,
αr,k are the powers of components in the forward reaction
(usually, but not always nonzero only for incoming compo-
nents) βr,k are the powers of components in the backward
reaction.

Dependencs Ĥk(T ) are often expressed as polynomials
with different coefficients for different components.

Details of the detonation onset simulation peculiarities
can be found in [11,19,20].

3 Numerical calculation conditions

Two different shock-capturing methods were tested with
the same parameters:

1) Explicit second order in space and time method based
on the MUSCL-interpolation of variables on a face at

a convective flux calculation. Interpolation direction
choice and pressure interpolation were performed by
means of the AUSMP method [13–18]. The method
was implemented on a regular grid containing equal
elements (rectangular parallelepipeds) connected gen-
erally in arbitrary topology. The source code was writ-
ten in C. Parallel execution support was implemented
using OpenMP library.

2) Explicit second order in space and time scheme based
on the Kurganov-Tadmor method. The method was
implemented on a regular grid (rectangular paral-
lelepipeds). Source codes were written in FORTRAN.

Components list and kinetics mechanism

Hydrogen, oxygen and nitrogen were merely the compo-
nents of the initial mixture. During combustion besides
the final product —water vapor— a manifold of interme-
diate products (radicals) is generated and at high enough
temperature remains in the mixture. The following com-
ponents were used:

{H2O,OH,H,O,HO2,H2O2; O2,H2,N2}.

In calculations we used the kinetic mechanism of hydro-
gen combustion without nitrogen oxides formation (those
reactions are reasonably slow to influence detonation and
combustion and usually are calculated a posteriori). As
a basis we took the Maas-Warnatz mechanism [8], which
was then developed in [9,10]. The modified mechanism is
shown in table 1.
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In table 1 the following notations are used:

1) M1 = 6.5 · [H2O] + 0.35 · [O2] + 0.35 · [N2] + 1.0 · [X].
Molar density of components in [mol/cm3], [X] the sum
of molar densities of other components.

2) M2 = 12.0 · [H2O] + 12.0 · [H2O2] + 2.5 · [H2] + 1.0 · [X].

Table 1 does not contain reactions responsible for NOx

formation though combustion takes place in the presence
of nitrogen. The NOx production rate is too slow as com-
pared with other reaction stages for hydrogen-air combus-
tion. The flame temperature for hydrogen-air combustion
is too low to guarantee a comparable NOx production re-
action rate. Thus a general method of taking into account
NOx is the following: first, reactions of hydrogen combus-
tion are taken into account and a new mixture composition
and temperature are developed; second, NOx production
under the obtained conditions is simulated. NOx concen-
tration could reach no more than 0, 1%, which is enormous
for a pollutant, but it is negligible in terms of affecting the
hydrogen oxidation reactions in a detonation wave.

4 Testing the developed codes

Sod tests

As a model objective for the verification of CFD solvers
were picked Sod problems [36,37], in which the result
of the numerical solution of a one-dimensional Riemann
problem is compared with the analytical solution obtained
by u-p diagrams method. A brief description of the setup
is as follows: the gas is placed in the tube and divided by a
partition (diaphragm). From the left of the diaphragm the
state of the gas is characterized by pressure pL, density ρL

and speed uL; similarly, the options to the right of the par-
tition are pR, ρR, uR. In the beginning of the computation
the partition is removed, and we monitor the evolution of
discontinuity present in the initial data. The mixture in
these tests is nonreactive. Two tests were conducted.

The detailed results described in [38] showed that the
difference between numerical simulations and exact solu-
tion does not exceed 3%.

Detonation initiation tests for reactive mixture

In order to assess performance of both methods on the
objectives with reactive fluids we considered the follow-
ing setup. As in the tests above we have a tube which
is separated in two halves with a diaphragm, but this
time the gas on the left side of the diaphragm is reac-
tive (oxygen-hydrogen-nitrogen mixture with mass frac-
tions [H2] : [O2] : [N2] = 2 : 1 : 1) and at low pressure
(1 bar) and on the other side it is nonreactive (N2) and
at high pressure (80 bar). The initial temperature in the
reactive gas is 700K and in nitrogen it is of 1500K. Both
reactive and nonreactive gases before the start of the test
are resting. At the beginning of the calculation the di-
aphragm is removed and the emerging shock wave, which

Fig. 1. Comparison of numerical results with the exact solu-
tion of the self-similar problem on the discontinuity evolution.
1: exact self-similar solution; 2: numeric solution scheme 2 hy-
brid systems; 3: numeric solution scheme 1 universal systems;
4, 5: solutions obtained by different modifications of commer-
cial codes.

propagates through the reactive mixture, initiates detona-
tion.

The results of this test were also compared with the ex-
act solution obtained by the u-p diagrams method (fig. 1).

A descent coincidence between numerical solutions and
the exact one was demonstrated [38]. The Kurganov-
Tadmor method appears to have its detonation wave prop-
agating further, than for MUSCL-AUSMP. Most likely
this is not linked with the different speed of detonation
propagation calculated on both methods but with the dif-
ference in the ignition delay. All the codes demonstrate
a discrepancy with the analytical solution in the zone
of contact between combustible and inert mixtures. This
discrepancy is understandable, because an analytical self-
similar solution was obtained based on the assumption of
the instantaneous detonation onset on entering the shock
wave into the combustible mixture. In reality, the igni-
tion delay time leads to the emergence of an unsteady
transition period, which becomes longer on decreasing the
intensity of the shock wave.

The effect of the grid resolution on the detonation wave
simulation for both schemes was studied in [39]. The res-
olution within which the flow structure and wave velocity
did not change after 8-times increase of the number of
computational cells, was assumed grid independent. All
the results present in this paper were obtained using grid-
independent simulations.

5 Results of numerical simulations

5.1 Computation domain

The problem simulating processes in the final section of
the shock tube is considered. The shock tube diameter
was 76mm, length: 720mm. (fig. 2). The tube is filled in
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Fig. 2. Computational domain.

Table 2. Initial conditions for test simulations and Chapman-
Jouget parameters for the mixture.

No. 1 2 3

WEDGE02R WEDGE19Q WEDGE08P

T0, K 294 293 295

P0, bar 0.28 0.37 0.12

T , K 593 421 559

P , bar 1.85 1.13 0.66

vx, m/s 672 362 617

D, m/s 969 675 915

VCH, m/s 1933 1942 1908

PCH, bar 14.47 12.36 5.35

TCH, K 2978 2913 2879

with hydrogen-air mixture. A special end section was in-
stalled into the tube providing a wedge cavity with the
opening angle 90◦. A plane shock wave is reflecting from
the wedge, and processes accompanying focusing are re-
garded. The tube is a circular cylinder with an axial sym-
metry, the end section incorporating wedge has a rect-
angular cross-section. This configuration was chosen for
studying reflection in a wedge. (The cone reflection was
investigated in [40]).

The tube initially is filled in with a combustible mix-
ture at a temperature T0 and pressure P0. The shock wave
velocity is D and the parameters of compressed gas are T ,
P and Vx. Table 2 presents theoretically calculated pa-
rameters for the Chapman-Jouget detonation for the test
cases considered: temperature (TCH) and pressure (PCH),
as well as detonation wave velocity (VCH).

5.2 Simulation results obtained by scheme 1: MUSCL,
AUSM, K-Omega

5.2.1 Initial conditions and coordinate system

The coordinate system Oxyz has its origin at the axis of
the cylindrical tube. Then the domain can be described
by the following inequalities:

x ≥ 0, x ≤ L, y2 + z2 ≤ R2, (8)
x > L − R : |y| ≤ (L − x). (9)

The initial states of the gaseous mixture

P0, T0 are varied,

[H2] : [O2] : [N2] = 2 : 1 : 3.76,

uini = {0, 0, 0}. (10)

State (10) was near the right-hand end of the tube. The
state of gas behind the shock wave was described by the
following parameters:

P1, T1 are varied,

[H2] : [O2] : [N2] = 2 : 1 : 3.76,

u0 = {U0, 0, 0}. (11)

At t = 0 the position of the shock wave is x = x0, so that
for x > x0 the initial state is described by (10), and for
x ≤ x0 the initial state is described by (11). x0 = 0.67m.
The initial conditions variation corresponds to that in ex-
periments.

By taking into account turbulence the following initial
parameters for the turbulent kinetic energy and Reynolds
number were adopted for all the computational domain:

Kini = 0.1 J/kg,

ReT =
νT

ν
=

Kini

ωini
· ρ(Xini)
μ(Tini,Xini)

= 0.1. (12)

5.2.2 Onset of detonation on focusing in the reflection from
a wedge cavity

Figures 3–5 illustrate the distribution of different flow
parameters for successive time moments in cross-section
planes: meridional and orthogonal, for numerical exper-
iments WEDGE02R. The section x ∈ [0.52, 0.72]m is
shown. Figure 3 illustrates the pressure distribution in the
meridional plane Oxy, the characteristic time is shown
below each figure, mapping colors are shown before the
caption.

It is seen from fig. 3 that on focusing the reflected
shock waves the onset of detonation takes place. At time
0.015ms the shock wave reaches the wedge and the reflec-
tion from its internal surface begins, at time 0.036ms the
reflection continues and becomes well visible at 0.05ms. At
time 0.06ms the wave is focused near the axis, its inten-
sity increases up to 30 bars, and at 0.065ms a detonation
wave is born in the peak of the wedge, while the inten-
sity of the focused wave decreases due to its divergence
from the axis. At times 0.08–0.095ms the detonation wave
propagates from the wedge in the medium with nonuni-
form parameters due to shock wave focusing, at 0.10ms it
leaves the wedge and for successive times 0.115–0.175ms
transverse waves are formed behind the detonation wave,
which collide and interact in the reaction products. The
leading front of the detonation wave is seen at times 0.155–
0.175ms, which was plane before, it becomes curved, and
the detonation propagates faster near the walls than near
the axis. This effect is due to the turbulent boundary
layer, wherein gas velocity is practically zero, while near
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Fig. 3. Pressure fields in (Pa) on focusing shock wave and detonation onset in the reflection from a wedge surface. Meridian
cross-sections Oxy (left) and Oxz (right); version WEDGE02R.
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Fig. 4. Axial velocity fields in (m/s) on focusing shock wave and detonation onset in the reflection from a wedge surface.
Meridian cross-sections Oxy (left) and Oxz (right); version WEDGE02R.
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Fig. 5. Temperature evolution in focusing of a reflected detonation wave inside a wedge depicted in the Oxy plane (left) and
Oxz plane (right); version WEDGE02R.
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the axis detonation propagates in a high velocity opposing
flow. Thus the mean velocity of the detonation complex in
simulations as well as in experiment is a little bit higher
than the estimated Chapman-Jouget velocity. For numeri-
cal experiments with switched-off viscosity the detonation
wave velocity in reflection coincides with the theoretical
Chapman-Jouget value.

In fig. 4 the velocity component in the Ox direction is
shown in Oxy and Oxz meridional planes. Negative veloc-
ity values correspond to the motion from the right to the
left. It is seen from fig. 4 that the time moment 0.06ms
is characterized by a sharp increase of the flow velocity in
the tip of the cone.

At time 0.065ms the onset of detonation is observed in
the tip of the wedge. Then the detonation wave propagates
outside the wedge.

Figure 5 illustrates the temperature distribution in
Oxy and Oxz planes. The burnt gas is characterized by a
temperature of 1600–2000K.

As is seen from fig. 5, initially the temperature field
tracks the position of shock waves. At time 0.055ms shock
wave focusing took place, but the combustible mixture
was not ignited. At time 0.06ms ignition in the tip of the
wedge is noticeable, the temperature there increases up to
3500K for a short time. Then the temperature behind the
detonation wave decreases to 2500–2900K.

The molar concentration (or volume share) of the OH
radical is shown in fig. 6. This radical was detected in ex-
periments in order to track the combustion zone. Contrary
to all previous diagrams the logarithmic scale is used for
depicting the value of this concentration, because it can
vary by several orders of magnitude. Before time 0.055ms
chemical transformations do not manifest, thus the vol-
ume share of the OH radical is not shown in the figure
until this time.

It is seen from fig. 6 that until time 0.055ms the mix-
ture is not ignited, though the temperature in the tip is
very high. This means that an increase of temperature
before 0.06 ms is due to adiabatic heating in gas compres-
sion, but not to chemical processes.

The numerical simulations of the WEDGE20R version
was performed taking into account turbulence. Figure 7
illustrates the evolution of the turbulent kinetic energy in
the Oxy plane. The scale is logarithmic.

It is seen from fig. 7 that in the beginning the turbulent
kinetic energy is distributed in the vicinity of the walls. On
propagating the incident shock wave and its focusing near
the axis (times: 0.04–0.065ms) the turbulent energy near
the walls increases. For longer times after the reflection of
the detonation wave the increase of the turbulent energy
near the axis is also seen.

5.3 Simulation results obtained by scheme 2:
Kurganov-Tadmor

In figs. 8–18 successive stages for the process of inci-
dent shock wave reflection and focusing in a wedge are
presented including the onset of a detonation wave. Fig-
ures 8–13 illustrate the distribution of parameters along

the whole tube, while in figs. 14–18 the distribution of
parameters in the proximity of the wedge is shown.

Figure 18 illustrates the successive stages of the inci-
dent shock wave reflection from a wedge for different initial
conditions corresponding to the experiment WEDGE19Q.
One can see that the focusing of shock waves leads to the
formation of a reflected shock wave, but does not initiate
detonation.

6 Experimental investigations

Experimental studies were performed in a shock tube with
a conical cavity at the end. The reflection of shock waves
of different intensity was analyzed. Pressure-time history
and OH radical emission were recorded. Figure 19 presents
the scheme of the measuring section of the shock tube,
in which experiments on shock waves focusing were con-
ducted. A similar geometry was used in numerical simu-
lations. In numerical simulations gas dynamic parameters
variation in the place of pressure transducers location were
recorded as well. Details on the experiments can be found
in [41,42].

Experimental investigations showed that depending on
the incident shock wave intensity different flow scenarios
could take place. For a relatively low intensity of the in-
cident shock wave after reflection and focusing inside the
cone a shock wave is formed, and some lagging behind igni-
tion and combustion could form. For high enough incident
shock intensity after its reflection and focusing inside the
cone the detonation onset takes place. We will perform
a comparison of experimental and numerical results for
the most interesting cases of the onset of detonation in
reflecting from inside a conical cavity.

7 Comparing numerical and experimental
results

A comparison of numerical simulation results and ex-
perimental data is performed based on pressure records
in five different places after the incident shock reflection
(figs. 20–23). The method is similar to that applied in [38]
for studying a symmetrical problem of reflection from the
cone. Here a nonsymmetrical problem of reflection from a
wedge is considered. Due to that reason the data on the
numerical evolution of parameters is obtained exactly in
the places of transducers’ location.

A comparison of experimental data and simulations re-
sults for OH radicals is not presented. Experimental data
provides an integral value along the axis and allows de-
tecting the moment of detonation onset for the present
experiments under consideration. It just testifies pressure
diagrams. The coincidence of numerical and experimental
data was good, as expected. The results were not provided
due to triviality. A comparison could be interesting for dif-
ferent experiments (mild ignition), when OH and pressure
graphics are not coherent.
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Fig. 6. Molar concentration of the OH radical evolution on the detonation onset in shock wave focusing on the reflection inside
a wedge. Oxy meridional plane (left) and Oxz meridional plane (right); version WEDGE20R.
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Fig. 7. Evolution of the turbulent kinetic energy K [J/kg] on the detonation onset in shock wave focusing on the reflection
inside a wedge. Oxy meridional plane (left) and Oxz meridional plane (right); version WEDGE20R.
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Fig. 8. Pressure fields for the shock wave reflection from a wedge in the cross-section Oxy for time moments 0.1, 0.2, 0.3, 0.4,
0.5 ms.

Fig. 9. Temperature fields for the shock wave reflection from a wedge in the cross-section Oxy for time moments 0.1, 0.2, 0.3,
0.4, 0.5 ms.
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Fig. 10. Density fields for the shock wave reflection from a wedge in the cross-section Oxy for time moments 0.1, 0.2, 0.3, 0.4,
0.5 ms.

Fig. 11. Velocity modulus fields for the shock wave reflection from a wedge in the cross-section Oxy for time moments 0.1, 0.2,
0.3, 0.4, 0.5 ms.
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Fig. 12. Radial velocity fields for the shock wave reflection from a wedge in the cross-section Oxy for time moments 0.1, 0.2,
0.3, 0.4, 0.5 ms.

Fig. 13. Mass fraction of HO2 radical fields for the shock wave reflection from a wedge in the cross-section Oxy for time
moments 0.1, 0.2, 0.3, 0.4, 0.5 ms.
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Fig. 14. Pressure fields for the shock wave reflection from a wedge in the cross-section Oxy for time moments 0.02, 0.04, 0.06,
0.065, 0.07, 0.08, 0.09, 0.10, 0.12, 0.14, 0.16, 0.18 ms; version WEDGE02R.

As seen from the figures, the onset of detonation due
to focusing of a strong shock wave takes place via an over-
driven detonation mode. Then the detonation wave slows
down to a self-sustaining mode. The experimentally mea-
sured velocity, as well as that calculated using scheme 1,
well coincide, but both diverge from the Chapman-Jouget
velocity as a limit for the self-sustaining regime. On the
other hand, numerical results based on scheme 2 have the
Chapman-Jouget velocity as a limit. These differences can
be explained by the effect of turbulence. In reflecting from

a closed edge the detonation wave propagates through the
disturbed and turbulized mixture, which possesses an ad-
ditional turbulent kinetic energy delivered to the mixture
by the incident shock wave. Due to this reason, the relative
detonation wave velocity turns out to be higher than the
Chapman-Jouget velocity calculated disregarding the ini-
tial mixture turbulization. Numerical model 2 does not
take into account the turbulent energy production in the
flow. Thus it provides the limiting velocity equal to the
Chapman-Jouget value.
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Fig. 15. Temperature fields for the shock wave reflection from a wedge in the cross-section Oxy for time moments 0.02, 0.04,
0.06, 0.065, 0.07, 0.08, 0.09, 0.10, 0.12, 0.14, 0.16, 0.18 ms; version WEDGE02R.

The results show that for the initial conditions under
consideration the detonation onset does not take place.
Shock wave focusing leads to the formation of an attenuat-
ing reflected shock wave. The coincidence of experimental
and numerical results is very high.

The comparison of the results of numerical and phys-
ical experiments for different initial incident shock wave
intensities showed that for relatively weak shock waves,
when ignition behind the reflected shock wave does not
occur, the difference of numerical and experimental data

does not exceed 2.5%, while for incident shock waves of
higher intensity, which lead to ignition after reflection and
focusing, the velocity difference is around 4%. The tran-
sient regimes provide a larger difference between numerical
and experimental results. It is seen from the figures, that
the onset of detonation due to focusing of a strong shock
wave takes place via an overdriven detonation mode. Then
the detonation wave slows down to a self-sustaining mode.
The experimentally measured velocity, as well as that cal-
culated using scheme 1, well coincide, but both diverge



Eur. Phys. J. E (2018) 41: 66 Page 17 of 22

Fig. 16. Axial velocity fields for the shock wave reflection from a wedge in the cross-section Oxy for time moments 0.02, 0.04,
0.06, 0.065, 0.07, 0.08, 0.09, 0.10, 0.12, 0.14, 0.16, 0.18 ms; version WEDGE02R.

from the Chapman-Jouget velocity as a limit for the self-
sustaining regime. On the other hand, numerical results
based on scheme 2 have the Chapman-Jouget velocity as
a limit. These differences can be explained by the effect
of turbulence. In reflecting from a closed edge the deto-
nation wave propagates through the disturbed and tur-
bulized mixture, which possesses an additional turbulent
kinetic energy delivered to the mixture by the incident
shock wave. Due to this reason, the relative detonation
wave velocity turns out to be higher than the Chapman-

Jouget velocity calculated disregarding the initial mixture
turbulization.

8 Conclusions

– Detonation initiation due to focusing of a shock wave
reflected inside a cone was studied both numerically
and experimentally.
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Fig. 17. Molar concentration of OH radical fields for the shock wave reflection from a wedge in the cross-section Oxy for time
moments 0.02, 0.04, 0.06, 0.065, 0.07, 0.08, 0.09, 0.10, 0.12, 0.14, 0.16, 0.18ms; version WEDGE02R.

– The comparison of the results made it possible to val-
idate the developed 3D transient mathematical model
of chemically reacting gas mixture flows incorporating
hydrogen-air mixtures. The results of theoretical and
numerical experiments made it possible to improve ki-
netic schemes and turbulence models.

– Several different flow scenarios were detected in the re-
flection of shock waves all being dependent on the in-
cident shock wave intensity: reflection of a shock wave
with lagging behind combustion zone, formation of a

detonation wave in reflection and focusing, and inter-
mediate transient regimes.

– The onset of detonation due to focusing of a strong
shock wave takes place via an overdriven detonation
mode. Then the detonation wave slows down to a self-
sustaining mode.

– The experimentally measured velocity, as well as that
calculated using scheme 1, well coincide, but both di-
verge from the Chapman-Jouget velocity as a limit
for the self-sustaining regime. On the other hand, nu-
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Fig. 18. Pressure fields (Pa) for the shock wave reflection from a wedge in the cross-section Oxy for time moments 0.05, 0.1,
0.15, 0.20, 0.25, 0.30 ms; version WEDGE19Q. Lower curves: pressure profiles along the Ox axis for the same times.
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Fig. 19. The scheme of the end section of shock tube, wherein measurements were performed for shock waves focusing and
reflection experiments. On top and in the center six pressure transducers are located. Opposite 8 ionization probes are located
along the bottom wall, and the OH detector is located on the back wall close to the axis.

Fig. 20. Pressure-time history in control points after reflection and focusing of a shock wave in combustible hydrogen-air
mixture: red curves, numbered 3: experiment; blue curves, numbered 1: numerical solution scheme 1; black curves, numbered
2: numerical solutions scheme 2. Version WEDGE02R. The figures from bottom to top correspond to the transducers numbered
from 1 to 6 in fig. 19.

Fig. 21. Experimental results on the reflected shock wave
mean velocity and its comparison with numerical simulations
using codes based on scheme 1 and scheme 2, as well as its com-
parison with equilibrium calculations of the Chapman-Jouget
detonation velocity: red curves, numbered 3: experiment; blue
curves, numbered 1: numerical solution scheme 1; black curves,
numbered 2: numerical solutions scheme 2; marine horizontal
line: Chapman-Jouget velocity. Version WEDGE02R.

merical results based on scheme 2 have the Chapman-
Jouget velocity as a limit. These differences can be ex-
plained by the effect of turbulence. In reflecting from
a closed edge the detonation wave propagates through
the disturbed and turbulized mixture, which possesses
an additional turbulent kinetic energy delivered to the
mixture by the incident shock wave. Due to this reason,
the relative detonation wave velocity turns out to be
higher than the Chapman-Jouget velocity calculated
disregarding the initial mixture turbulization.

– The comparison of the results of numerical and physi-
cal experiments for different initial incident shock wave
intensities showed that for relatively weak shock waves,
when ignition behind the reflected shock wave does not
occur, the difference of numerical and experimental
data does not exceed 2.5%, while for incident shock
waves of higher intensity, which lead to ignition af-
ter reflection and focusing, the velocity difference is
around 4%. The transient regimes provide a larger dif-
ference between numerical and experimental results.
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Fig. 22. Pressure-time history in control points after the reflection and focusing of the shock wave in the combustible hydrogen-
air mixture: red curves, numbered 3: experiment; blue curves, numbered 1: numerical solution scheme 1; black curves, numbered
2: numerical solutions scheme 2. Version WEDGE19Q. The figures from bottom to top correspond to the transducers numbered
from 1 to 6 in fig. 19.

Fig. 23. Reflected wave velocity in control points after re-
flection and focusing of the shock wave in the combustible
hydrogen-air mixture: red curves, numbered 3: experiment;
blue curves, numbered 1: numerical solution scheme 1; black
curves, numbered 2: numerical solutions scheme 2. Version
WEDGE19Q.
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