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Abstract. Positronium formation by capturing from various levels of Cgg within 10 degrees around the
incoming positron direction is calculated. Results indicate dominant strength of the Ps signal and higher res-
olution of the diffraction resonances, predicted earlier [P.A. Hervieux, A.R. Chakraborty, H.S. Chakraborty,
Phys. Rev. A 95,020701(R) (2017)], in the forward direction. This raises the possibility of experimental deter-
mination of the resonances in angle differential measurements. We further analyze our results by comparing
the positron scattering versus positron-electron pairing components of the amplitude for better insights.

1 Introduction

Among inelastic scattering processes of positron impact
on both atomic [1] and condensed matter [2], the forma-
tion of positron-electron transient bound state, positro-
nium (Ps), is a strong observable channel. There is a
range of applied interests in the studies of Ps formation
mechanism resulting in electron-positron annihilation [3]
in astrophysical [4], materials [5], and pharmaceutical [6]
research. Response of antimatter to gravity [7] may use
dipositronium molecules [8] and antihydrogen atoms [9]
whose production features Ps formation as the maiden
step. Other interests include, for instance, the production
of Bose-Einstein condensate of Ps [10,11], the role of Ps
for diagnostics of porous materials [12] and the test of
bound-state quantum electrodynamic theory [13].

The development of the technology for accumulating
slow positrons [14] is making it possible to generate high
density Ps signals by choosing a diverse range of targets for
positron impingement. Such targets include, for instance,
gas-phase atoms and molecules [15], polyatomic molecules
[16], solids [17], liquids and polymers [18], zeolites [19],
metal surfaces and films [20,21], metal-organic frame-
works [22,23], and embedded mesostructures [24]. To
facilitate precision measurements of gravitational free
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fall of antimatter as well as of the optical spectrum of
Ps, Doppler-corrected Balmer spectroscopy of Rydberg
Ps has been applied [25]. Recently high yields of laser
assisted production of low-energy excited Ps is achieved
in the interaction of cold-trapped positrons with Rydberg
excited Cs atom [26].

In spite of such a vast range of target choices, no exper-
iment has yet been published on the Ps formation from
vapor phase nanoparticles. On the other hand, the spec-
troscopic studies of nanoparticles by electron, positron,
ion or photon probes can be very interesting in which
unique fundamental effects can be unraveled. This is
because the finite size electron gas in nanoparticles can
underpin diffraction and collective-type resonance effects.
One attractive choice of nanoparticle targets for Ps for-
mation may be carbon fullerene molecules which can be
abundantly synthesized, are stable and can be sustained in
the room temperature environment. The lead theoretical
study of Ps formation from Cgy was published recently by
us [27,28]. It has been shown that the formation of a gas
of delocalized electrons within a finite nano-region of well
defined short-range boundary at the Cgg shell, in contrast
of a long-range Coulombic decay of atomic and molecu-
lar electron densities, ensures dominant electron capture
from localized regions. This leads to diffraction in the cap-
ture amplitude, particularly at positron energies that can-
not excite plasmon modes. Indeed, reference [27] revealed
a series of diffraction resonances in Ps formation from
Cgo and, more recently, reference [29] demonstrated the
shrinking of the resonance structure in energy for a larger
0240 diffractor.

The hope is that these resonances may be observed
in the experiment both in ground and excited state Ps
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formation from fullerenes. But there may still be some
roadblocks to accomplish this task within the current lab-
oratory techniques. It may still be a challenge to mea-
sure the target-state differential Ps-signals [30] which is
vital to capture these resonances well resolved. The tech-
nique to measure the recoil momentum of the cations can
be improved by using a supersonic gas jet to increase
the overlap with the positron beam. On the other hand,
resolving the Ps level may not be so critical, since Ps(1s)
signal should largely dominate. Although even this may
be accomplished by laser spectroscopy of a dense Ps gas.
However, what is demonstrated in the current work is that
the measurements within a narrow forward angle of Ps for-
mation can better resolve the resonances without compro-
mising the overall signal strength. The current laboratory
technology may be more amenable to angle-differential
rather than angle-integrated measurements. For atomic
systems, Ps formation in the forward direction was already
measured to be the dominant direction [31,32]. Here, we
predict such dominance for a fullerene target as well for
the first time, and show that even the resonance structures
are far pronounced in the forward direction. The follow-
ing section presents a succinct account of the theoreti-
cal formalisms employed. Section 3 presents and discusses
the results, while the final section concludes the article.
Atomic units are used unless otherwise stated.

2 Brief theoretical account

The details of the methods follow the framework as
described in reference [29]. We will present a very brief
account of the scheme. The jellium potentials, Vici(r), rep-
resenting 60 C** ions for Cgg is constructed by smearing
the total positive charge over a spherical shell of radius
r. =3.54 A (6.7 a.u.) and thickness A. A constant pseu-
dopotential V[, is added to the jellium for quantitative
accuracy [33]. The Kohn-Sham equations for systems of
240 electrons, made up of four valence (2s22p?) electrons
from each carbon atom, are then solved to obtain the
single electron ground state orbitals in the local density
approximation (LDA). The parameters V5 = 0.445 a.u.
and A = 1.30 A are determined by requiring both charge
neutrality and obtaining the experimental value [34] of
7.51 eV of the first ionization thresholds of Cgg.

Using the single-particle density p(r) the LDA potential
can be written as,

p(r')

=

Vipa(r) = Via(r) + / ar’ +Vxelo®), (1)

where the 2nd and 3rd terms on the right are the direct
Hartree and the basic exchange-correlation (XC) com-
ponents. This basic XC functional Vx¢ is parametrized
directly from p(r) by the following formula [35]:

Vxe[p(r)] = — (3p(r))1/3

™

— 0.0333log

14114 (4”2(7"))1/3] , (2)
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in which the first term on the right is exactly derivable by
a variational approach from the HF exchange energy of a
uniform electron system with a uniform positively charged
background and the second term is the so called corre-
lation potential, a quantity not borne in Hartree—Fock
formalism. The XC-functional that utilizes equation (2)
is then further refined by adding a parametrized poten-
tial [36] in terms of the reduced density and its gradient
Vp as follows,

(£x)?
1+ 366X sinh (X))’

Vig = —Blp(r))"/?

(3)

where 3 = 0.05 is empirical and X = [Vp]/p*/3. The
parameter £ is a factor arising in transition from the spin-
polarized to spin-unpolarized form [37]. Equation (3) is
known as the Leeuwen—Baerends (LB) model potential.

Cego produced bands of six 7 (one radial node) and ten
o (nodeless) states. Among these, the HOMO, HOMO-1
levels are of 7Th (¢ = 5) and 6g ({ = 4) 7 character
respectively — a result known from the quantum chemical
calculations [38] supported by direct and inverse photoe-
mission spectra [39], and from energy-resolved electron-
momentum density measurements [40]. The HOMO-2 and
HOMO-3 levels are respectively of 10l (¢ = 9) o and 5f
(¢ = 3) 7 character. Linear response type calculations
using this ground state basis well explained measured
photoemission response of Cgp at the plasmon excitation
energies [41,42]. Similar calculations at higher energies
also supported an effective fullerene width accessed in the
HOMO and HOMO-1 photoemission experiment [43].

We consider an incoming positron of momentum k;
which captures an electron from a Cgy bound state ¢;(r_)
to form a Ps state ¢f(p). As illustrated in Figure 2, the
positron and electron position vectors, r and r_ respec-
tively, originate from the center of the Cf, ion so that
p = T4 — r_ is their relative position vector. ki)
denote positron (electron) outgoing momenta in Ps that
are equal, resulting kg = 2k (_y to be the momentum
of Ps itself. Since by allowing the electron excitation
energy to begin from 50 eV we avoid the fullerene plas-
mon resonances, the many-body effect is not important. In
this frame, the prior form of the Ps formation amplitude
can be given in the continuum distorted-wave final-state
(CDW-FS) approximation [44,45] as,

%ww/mmfmwmwmmxm>
in which

Wirsk) = [ driB) ()65

1 +
LR ST
where F’s are various distorted Coulomb continuum
waves.

The positron scattering potential in equation (5) is
given by,
1
Ve = V) +
T+

(6)
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where V" is the short-range part of the positron-residual
target interaction associated with the Cgg orbital labeled
i so that

o Orb Z+ 1
VI (r) = =Via(re) — Y Valpk(r CED)) , (7)
k=1;k%i T+

in which N, is the number of fullerene orbitals, and Vg
and Vje are respectively the Hartree and the jellium poten-
tial as in equation (1).
The initial fullerene orbital is
6:(7-) = Roye, (r-) Yaym, (7). (8)
where ng, £, and m,; are the quantum numbers. The final
wavefunction is given by

b1(p) = % exp(=p/2)Yo0(5) = Fus(p) Yoo(p),  (9)

since the ground 1s state of the Ps atom is considered
in the present work. The angle differential cross section
(DCS) for the capture then reads

2

T, (10)

do _ 1 ks
df nelemy - 4 ki oty

where kg is the magnitude of the Ps momentum.

Upon averaging equation (10) over m; and denoting
the electron occupancy number of the Cgy (n:f;) state
by occ(nily), we obtain

do do
EA > |

The differential cross section in the forward direction, inte-
grated from 0 to ., is obtained as

Omax 27
[o] 0 0me] — /0 sin(0)do /O dip [iﬂ

where (6, ) are the angles of kg (with respect to the
incoming positron direction defined by k; and which is
considered to be along the z-axis). Finally, the angle-
integrated cross section is evaluated as,

™ 2m
do
[0],0,e, —/0 sin(6 d9/ dy [dﬂ]met.

We should point out that the calculations of the narrow
angular range differential results, equation (12), are more
tedious compared to the angle-integrated cross sections,
equation (13). Indeed, the analytic expression of the lat-
ter simplifies a lot due to the use of closure relations (see
Eq. (25) in Ref. [29]). Furthermore, higher number of par-
tial waves must be included in order to achieve the con-
vergence of equation (12).

occ(ngly)

2(20, + 1) (11)

:| nilymy

(12)

(13)
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Radial coordinates (a.u.)

Fig. 1. The scattering potential V3 of the positron from Cg,
after a 7Th (HOMO) electron is captured, the radial HOMO
wavefunction and the free Cgg ground state LDA radial poten-
tial identifying the shell width around the Cgg radius r.. The
position vectors, from the Cgg center (0,0) roughly placed in
the figure, and momentum vectors (for capture in the forward
direction) are shown schematically. The Ps(1s) radial wave-
function is also schematically shown.

3 Results and discussion
3.1 Scattering versus pairing effects

Our numerical calculations of fullerene state selected
Ps(1s) formation cross sections predicted trains of diffrac-
tion resonances as a function of the positron impact
energy [27,29]. A simplified analytic model was proposed
in reference [27] to explain the diffraction effect in the
recoil momentum scale. The model assumes plane waves
in equations (4) and (5) as well as dominant Ps formations
in the forward direction. The model recognizes the follow-
ing: (i) the shape of the Ps(1s) radial wavefunction Ry4(p)
in equation (9) as a function of p = |r; — r_|, shown
schematically in Figure 1, ensures the maximum Ps prob-
ability density at r— = r. (ii) The radial wave function of
a fullerene ith level (Fig. 1) guarantees that the electron
to form Ps is available closely around the shell. However,
while the large values of V> (Fig. 1) at the molecular shell
imply that the shell is a localized zone of the positron
scattering by Cg’o, the long range Coulomb-like positron-
electron pairing potential, 1/p, is characteristically more
diffused. Indeed, considering only the positron scattering
potential V¢ in equation (5), the product Ry4(p)V;(r_)
[r+R7n(r=)] in the amplitude, equation (4), enhances
localized Ps formation to yield strong diffraction effects
in this model. On the other hand, if only the 1/p term
is chosen in equation (5), the localization, and hence the
diffraction effect, should somewhat weaken due to the dif-
fused nature of 1/p. Consequently, in the latter case, Ps
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Fig. 2. Ps(1s) formation branching cross sections as a function
of the recoil momentum in the forward direction by choosing
the positron scattering and the positron-electron pairing com-
ponents in equation (5) separately. The full cross section is also
shown for comparison.

formation over somewhat wider radial region, due to con-
tributions to the matrix element from a wider r-range,
should increase the average strength of the cross section.
In both cases, Ris(p) engenders a dephasing effect that
simplifies the fringe pattern as the positron swings by the
target [27].

Since these bright fringes (peaks) appear in the energy
(momentum) domain, they are characteristically diffrac-
tion resonances. Angle-integrated branching cross section
equation (13) for Cgp HOMO capture calculated only
choosing V;*¢ is presented in Figure 2 which, as anticipated
in the above discussions, shows pronounced resonances. In
contrast, the branching result in Figure 2 for pairing by
only choosing 1/p exhibits decreased resolution of the res-
onance structures while the strength of the cross section is
relatively higher as predicted. However, we must note, the
full cross section, also shown in Figure 2, will include the
contribution of the interference between these branches
from their coherence. As further evident, while at lower
recoil momenta the strength of the full cross section is
drawn from the scattering branch, the strength gradually
drifts toward the pairing branch with the increase of the
momentum.

3.2 Forward angle cross sections

The success of an analytic model based on forward emis-
sions [27] already suggests that the resonant effect is likely
dominant in the forward direction of Ps formation. Let us
approximate the three distorted waves in equations (4)

and (5) as plane waves of the form F,gi)(r) ~ exp(ik - r).
These plane waves can expand in spherical harmonics:
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Fig. 3. Ps(1ls) formation cross sections as a function of
positron impact energy for the electron capture from Cgg
HOMO and HOMO-1 states. Both the 10° forward-angle (FA)
and the angle-integrated (AI) results are shown. Total cross
sections, summing over all target levels, are also presented in
FA and TA schemes.

exp(ik 1) ~ > i jo(kr) Yy m (k)Y (7).

Lm

(14)

With these and for the capture in Ps(1s) state, equa-
tions (4) and (5) simplify as

Ty~ 30 (<) [ dror® o) Roe, (1)

0 m’
[ Y ()Y ()W ()

X YZ/,m’(I%f) (15)

and

W(r_ik) ~ Y (i) / drir3 je(qr+) [Vi“(m) - ;]

lm
< [ iR (p)Y )

% Yo m(d), (16)
where ¢ = k4 — k; is the momentum transfer vector. If
we now assume Ps formations in the forward direction so
that 7_ and 7 are identical and thus p is independent of
74+, then the bare bone, that is the most pronounced possi-
ble, diffraction resonances will be given by equation (13).
This is because § = 0 is the only contributing direction
here. This is the basis of the analytic model mentioned
above. However, the full numerical result of equation (13)
includes contributions of all directions from the target.


https://www.epjd.epj.org

Eur. Phys. J. D (2019) 73: 262

100 ‘ \ \ \ 3
P E \ ]
\:i C AN —— Total (FA) ]
g 10°F AN — — - Total (AI) -
5 g N —— 10/ (HOMO-2) (FA)| 7
E C — — 10/ (HOMO-2) (AI) | ]
g 10'k — 5f (HOMO-3) (FA) | -
o E — = 5f(HOMO-3) (Al) | 3
?l) L N -
E C ]
s 10°F =
< E =
2 o 7
-
8 L .
BwE E
=l F ]
8 - 4
gb - ,
g0’ NE
£ E =
o C ]
= C ]
S0cE
@ E
& C N

10 \ \ \ \

0 100 200 300 400 500
Impact energy (eV)

Fig. 4. Same as Figure 3 but for the capture from Cgg
HOMO-2 and HOMO-3 states.

This may introduce slight off-sets of the resonance loca-
tions in energy due to changes in g and, therefore in the
recoil momentum, as the Ps emerging direction gradually
deflects from 6 = 0 which may result in significant blur in
the resonance structures.

The feature discussed above is, in essence, seen for
HOMO, HOMO-1 captures (Fig. 3) and HOMO-2,
HOMO-3 captures (Fig. 4). Each figure compares the
forward angle (FA) results, obtained by integrating equa-
tion (12) for a rather narrow 6. = 10°, with the fully
angle-integrated (AI) results, equation (13), as a function
of positron impact energy. All FA curves generally show
more resolved resonances, versus Al curves, with much
deeper minima between the resonances. This is because,
within such a narrow forward cone, a very small variation
of g does not allow much smearing of the sharpness of
the naked forward-angle structures discussed above. But
for AI results this smearing effect must be stronger. FA
measurements, therefore, is of an obvious benefit for
experimental access to the resonances. One may also note
that all FA cross sections have weaker non-resonant back-
ground strength at smaller impact energies, while they
quickly catch up with the AI strength with increasing
impact energy. This behavior is very similar for HOMO,
HOMO-1 and HOMO-3 captures where all these Cgo
levels are of 7 character. For HOMO-2 (Fig. 4), which is
a o level on the other hand, while the lower energy differ-
ence is dramatic, the strength of FA closes in that of TA
rather rapidly with increasing energy. This general trend
is not surprising since one expects dominant contribution
increasingly from forward directions of Ps formation with
higher impact energies. This also automatically implies
that the sharpness of the resonances in FA scheme is
higher at lower-energy impacts, as evident in the results.

The curve is very flat at the level of the total cross
section which sums over all capture levels. This is due
to the random energy off-sets of resonance positions for
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captures from various levels with different electronic bind-
ing energies. As Figures 3 and 4 also indicate, even in
the FA scheme of the total cross section the result does
not improve enough in resolving the structures, except
at the very lowest energies. Therefore, capture state spe-
cific forward-angle measurements promises to be the best
option to experimentally measure these resonances.

4 Conclusion

In conclusion, we present the results of cross section of Ps
formation within a narrow forward angle in the positron
impact on Cgg. The Cgo ground state structures are mod-
eled by a simple but successful LDA methodology that
used LB exchange-correlation functional. The positron
scattering process, on the other hand, uses a distorted
wave framework. The diffraction driven resonances are
found to be more pronounced in the forward direction,
while the non-resonant background of the cross section
does not loose much of its strength. This outcome may
generate further motivation to measure the resonances in
Ps formation spectroscopy whose current laboratory tech-
niques may find the angle-resolved measurements more
amenable. Even though for the current study a 10° angle
around the forward direction is chosen, calculations for
even narrower angles can be made if required to match
experimental abilities.

One may, however, wonder if the oven temperature of
about 800 K to produce Cgg vapor would wash out the res-
onances. We do not believe this is a hindrance because of
the following reason. Temperature can affect by: (i) cou-
pling of the electronic-modes with the temperature-induced
phonon-modes of the ion core [46] and (ii) fluctuations
of the Cgp shape around its absolute-zero temperature
shape [47]. However, previous photoionization calcula-
tions [48] showed that it needed a convolution of the
results to add a width less than 1 eV to compare with mea-
surements of gas phase Cgo. In comparison with energy
separations of more than 100 eV between resonances in
Figures 3 and 4, this width is rather too tiny. In addi-
tion, the HOMO-LUMO energy gap of Cgg is around
1.5 eV which corresponds to about 17 000 K which is much
greater than the 800 K. Therefore, thermal vibrations is
not expected to affect the population of the electronic
states to destroy the diffraction structures.

Nanoparticles, including fullerenes, are attractive in
both experimental and theoretical spectroscopic research.
Fullerenes can nowadays be injected in the collision
chamber in gas-phase [49]. Also, such diffraction effects
studied in this paper, which began with our earlier pub-
lished research [27-29], in Ps formation should be uni-
versal for other nanosystems as well. These may include
metal clusters, carbon nanotubes, or even quantum dots,
all of which contain parcels of delocalized electron gas.
Therefore, exploring possibilities of Ps generation spec-
troscopy for a selected capture state of Cgg and within a
selected narrow angular range along the forward direction
may come a long way to expand this research for other
systems.
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