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Abstract. Different factors lead to DNA damage and if it is not repaired in due time, the damaged DNA
could initiate mutagenesis and cancer. To avoid this deadly scenario, specific enzymes can scavenge and
repair the DNA, but the enzymes have to bind first to the damaged sites. We have investigated this binding
for a specific enzyme called (6–4) photolyase, which is capable of repairing certain UV-induced damage in
DNA. Through molecular dynamics simulations we describe the binding between photolyase and the DNA
and reveal that several charged amino acid residues in the enzyme, such as arginines and lysines turn out
to be important. Especially R421 is crucial, as it keeps the DNA strands at the damaged site inside the
repair pocket of the enzyme separated. DNA photolyase is structurally highly homologous to a protein
called cryptochrome. Both proteins are biologically activated similarly, namely through flavin co-factor
photoexcitation. It is, however, striking that cryptochrome cannot repair UV-damaged DNA. The present
investigation allowed us to conclude on the small but, apparently, critical differences between photolyase
and cryptochrome. The performed analysis gives insight into important factors that govern the binding of
UV-damaged DNA and reveal why cryptochrome cannot have this functionality.

1 Introduction

In everyday life biological organisms are exposed to dif-
ferent kinds of radiation. The radiation can be divided
as either: ionizing radiation or non-ionizing radiation, de-
pending on the energy of the radiation particles. Ionizing
radiation has the energy exceeding 10 eV, which is high
enough to ionize atoms and molecules, and break chem-
ical bonds. The ionizing radiation could be produced by
radioactive materials that emit α, β or γ radiation, other
sources are X-rays and UV-light. The non-ionizing radia-
tion covers the longer-wavelength of the electromagnetic
spectrum and this radiation does not typically possess suf-
ficient energy to ionize atoms or directly break chemical
bonds.

One example of radiation damage could possibly occur
in DNA after its exposure to ultraviolet (UV) radiation,
for example from the sun. This could lead to the damage
of the chemical structure of the double helix and lead to
formation of a photoproduct between two adjacent pyrim-
idine rings in the DNA molecule. The possible photoprod-
ucts include a cyclobutane pyrimidine dimer (CPD) and
the pyrimidine-pyrimidone (6–4) photoproduct [1], which
are schematically illustrated in Figure 1.
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Fig. 1. UV induced photoproducts. UV radiation could intro-
duce photoproducts between to adjacent pyrimidine rings in
the DNA molecule. The most common photoproducts are cy-
clobutane pyrimidine dimer (CPD) and pyrimidine-pyrimidone
(6–4) photoproduct. The photoproducts arising between two
thymine base pairs (T-T) are shown, being the primary focus
of this investigation.

If the photoproducts, or as they are also called pho-
tolesions, are not repaired in due time, the damaged DNA
could cause mutagenesis and cancer [4]. The cellular ma-
chinery has, however, developed through evolution numer-
ous biophysical mechanisms tailored to fight harmful per-
turbations [5]. To avoid the deadly scenario, a specialised
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enzyme called as DNA photolyase was designed inside cells
to interact with the photoproduct and efficiently repair
it [6].

DNA photolyases are DNA UV-damage repair en-
zymes, consisting of 450–550 amino acid residues, having
two cofactors bound internally [1], namely the flavin ade-
nine dinucleotide (FAD) and either methenyltetrahydrofo-
late (MTHF) or 8-hydroxy-7,8-dede-methyl-5-deazaribo-
flavin (8-HDF) [7]. FAD is an important catalyst in the
DNA repair process, while the second cofactor is believed
to serve as a photo antenna, which increases the repair
rate 10–100 fold under dark conditions [1].

DNA photolesions could be repaired using two differ-
ent types of DNA photolyase, which are called as the CPD
photolyase and the (6–4) photolyase [1]. These two pho-
tolyases are damage specific, since CPD photolyase could
only repair CPD photolesions, while the (6–4) photolyase
could only fix the (6–4) photolesions. The CPD repair
mechanism has been examined extensively during the past
30 years and is believed to be well characterised [3,8,9].
For the (6–4) repair mechanism several hypotheses have
been proposed and the repair reaction is not as well under-
stood as for the CPD case [3,10]. The repair of the (6–4)
photoproduct is also seemingly more complicated than in
the case of CPD, because an alcohol group is transferred
from one nucleic base to the another upon DNA damage
formation. Although the details of specific repair reactions
are still debated, it is widely accepted [1,10–12] that in all
photolyases the FAD cofactor is the primary cofactor in
the repair process and prior the actual repair it is found
in the two-electron-reduced FADH− form [1,3,9].

One of the proposed mechanisms of the (6–4) damage
repair is illustrated in Figure 2B. First the active FADH−
makes an electron transfer to the photoproduct. The elec-
tron could then be either futile back transferred or the
photoproduct is repaired before this electron back trans-
fer is facilitated. Another mechanism involves additional
proton transfer from the H365 residue to the photoprod-
uct, which accompanies the electron transfer [3].

In order for photolyase to repair the damaged DNA
it has first to bind to the DNA photoproduct and then
have the FAD cofactor in the active FADH− form. Once
photolyase recognises a UV-damaged DNA it opens the
DNA at the side of the lesion, and the lesion flips out into
a hydrophobic pocket in the active site of the protein [2].
The FAD cofactor is found at the edge of this pocket.
The bulge formed after flipping the damaged residues is
stabilised by protein residues, which also prevent it from
flipping back before the repair process is finalised.

Atomic information about the binding between the
damaged DNA and photolyase is obtained from experi-
mental crystal structure [2], which is static and does not
deliver any dynamical aspects of the system that may arise
in reality. It is also not possible to conclude on the binding
energy between photolyase and the photoproduct and to
justify which residues of the protein are most essential in
the binding of the DNA. To investigate the dynamical fea-
tures of the system, we have employed molecular dynamics
(MD) simulations and addressed some basic questions on

Fig. 2. Proposed mechanism for the (6–4) photo product re-
pair. (A) The important residues from the (6–4) photolyase [2],
suggested to be involved in the repair of the (6–4) DNA pho-
toproduct. Q299 is important for keeping the photoproduct in
place through hydrogen bonds [2], flavin is the primary electron
donor [1] and H365 was suggested to be involved in a proton
transfer in some mechanisms [3]. The dashed lines shows hydro-
gen bonds between residues. (B) The schematic repair mech-
anism of the T(6–4)T photoproduct where the fully reduced
FADH− makes an electron transfer to the DNA photoprod-
uct. The electron can either be futile back transferred or the
photoproduct is repaired.

DNA-protein binding. From the performed MD simulation
we obtain dynamic information about the binding site,
and in particular establish the interaction energy between
photolyase and the UV-damaged DNA. To elucidate the
specifics of photolyase binding to a photolesion, we have
considered the possible interaction of the UV-damaged
DNA and the photolyase structural homology protein –
cryptochrome. Cryptochromes occupy an important niche
of the flavoprotein family; as photolyase they are acti-
vated by blue light through an internally bound FAD co-
factor and the two proteins have a common ancestor with
is a (6–4) photoproduct with a iron-sulfur cluster [13].
Despite the high sequence homology, see Figure 3, most
cryptochromes are not able to repair photolesions [14], in-
stead they are known to be involved in maintaining the
circadian clock of a cell [1] and maybe endowing migra-
tory birds with the magnetic compass sense [15–25]. Here,
we compare the dynamics and the interactions energies of
the two proteins, seeking to reason why cryptochromes are
incapable of UV-damaged DNA repair, which photolyase
does.

2 Methods

The binding of the UV-damaged DNA containing the
T(6–4)T photoproduct to photolyase and cryptochrome
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Fig. 3. Sequence similarity of Drosophila melanogaster pho-
tolyase and cryptochrome. Sequence comparison of the two
structurally aligned proteins. The blue color indicates identical
residues in both proteins, while the red color shows the differ-
ent residues. The white color highlights gaps in the sequences
of the two proteins.

was investigated using MD simulations. The simulations
were performed through employing the NAMD 2.11 pro-
gram [26] using the CHARMM22 force field with CMAP
corrections for proteins [27,28]. For FAD and the T(6–4)T
photoproduct a supplementary force fields were em-
ployed [19,20,29]. The supplementary force field param-
eters can be found in Supporting Material (SM). Analysis
of the simulations results and visualisation of molecular
structures were accomplished with VMD 1.9.2 [30].

2.1 Photolyase/DNA system preparation

The photolyase/DNA complex was constructed from the
X-ray crystal structure of the protein bound to a dou-
ble stranded DNA with 15 base pairs and the T(6–4)T
photoproduct. The structure corresponded to Drosophila
melanogaster, and was taken from the protein data bank
(PDB ID: 3CVU) [2]. The missing hydrogen atoms in the
X-ray structure were added to the system, which was then
solvated within a water box modelled through the TIP3P
force field [31]. The resulting solvated system was ionized
with the NaCl salt concentration of 0.05 mol/L. The total
number of atoms for the DNA/photolyase system result in
118 264, with the dimensions of the simulation box being
equal to 110 Å × 120 Å × 98 Å.

In the simulations we do not consider the active form
FADH− because this fully reduced form emerges after
light induced electron transfer [11,12,29], and the binding
of the DNA should not be affected by this event. There
are still some controversies [3,11,12] regarding the activa-
tion mechanism of the 6–4 photolyase and, therefore, we
believe that the resting state of FAD would be the optimal
choice to address the question of the present investigation.

2.2 Cryptochrome/DNA system preparation

The X-ray crystal structure of cryptochrome from
Drosophila Melanogaster was taken from the protein data
bank (PDB ID: 4GU5) [32,33], and used here to con-
struct the possible cryptochrome/DNA complex. There
is no crystal structure of cryptochrome and a DNA with
a T(6–4)T photoproduct available, so the UV-damaged
DNA was added manually by first aligning the amino acids
sequence of cryptochrome and photolyase, and then com-
bining the structure of cryptochrome and the structure
of the damaged DNA from the photolyase/DNA system.
Due to the differences in cryptochrome and photolyase
structures, a steric clash between the DNA and the pro-
tein was observed after the complex was constructed. This
steric clash was handled by slightly moving the residues
V297, R298 and G299 away from the DNA attached to the
structure of cryptochrome. The missing hydrogen atoms
were added to the system, and the system was solvated
and ionized in the same way as the photolyase/DNA sys-
tem. The solvated cryptochrome/DNA complex resulted
in having 120 286 atoms in the simulation box of 189 Å ×
127 Å × 91 Å.

2.3 Molecular dynamics simulations

All MD simulations were performed with the 2 fs time
step. The cut off distances for the van der Waals and
Coulomb interactions were set to 12 Å , where the long-
range electrostatic interactions were treated using the
PME method [34], employing periodic boundary condi-
tions. The NPT ensemble was used for the equilibration,
with a temperature of 310 K by applying Langevin forces
with a damping coefficient of 1 ps−1. The pressure con-
trol was achieved through the Nosé-Anderson-Langevin
piston [35], keeping the average pressure at a value of 1
atm. The piston oscillation period was set to 100 fs and the
damping scale was put equal to 50 fs. Pressure control was
used for the equilibration simulations to ensure setting of
the correct density of the system and the production sim-
ulation employed the NVT ensemble. The complete simu-
lation protocol, is summarised in Table 1.

Equilibration of the photolyase/DNA complex was
performed after the initial energy minimization of the sys-
tem. In the first stage of equilibration the atoms in the
protein, the FAD co-factor and the DNA were harmoni-
cally constrained during 1 ns interval, which permitted the
water and the ions to relax. Afterwards the side chains of
the protein and the DNA were allowed to move, while the
simulation was carried out for another 1 ns. The third
stage of the equilibration involves all atoms in the system
to be released and the system was further simulated for
5 ns, still in the NPT ensemble. The statistical ensem-
ble was changed to NVT and the system was simulated
for equilibration purposes for another 150 ns, which was
followed by a 150 ns production simulation.

The protocol was slightly different in the case of the
cryptochrome/DNA simulation. Because of the residues
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Table 1. Simulation protocol employed in the investigation. Both, photolyase/DNA and cryptochrome/DNA, systems consist
of the protein, FAD co-factor and the UV-damaged DNA double strand with a T(6–4)T photoproduct. The systems were first
equilibrated in the NPT ensemble where the atoms in the systems were initially constrained, and the constrains were gradually
removed before the production simulations started, which were carried out in the NVT ensemble.

Photolyase/DNA Cryptochrome/DNA

Structure minimization

5000 NAMD time steps

Process Simulation Process Simulation

time (ns) time (ns)

Equilibration

Water box equilibration, rest constrained 1 Residues V297, R298 and G299 0.5

and water box equilibrium, rest constrained

Side chains released for protein and DNA 1 DNA side chains released 2

All atoms released 5 DNA released 1

Protein side chain released 1

All atoms released 5

Production

Equilibration in NVT ensemble 150 Equilibration in NVT ensemble 100

Production MD run 150 Production MD run 150

that clashed with the DNA after attaching DNA to cryp-
tochrome (residues V297, R298 and G299) the equilibra-
tion of the cryptochrome/DNA complex was performed
differently. Equilibration of the three residues was initially
performed, while harmonic constrains were applied to the
protein and the DNA for 0.5 ns with 1 fs time step. Af-
terwards the side chains of the DNA were released and
simulated for further 2 ns, before the rest of the DNA
was released and simulated for 1 ns. The next equilibrium
phase involves protein equilibration: first for 1 ns with
constrained backbone and then with all atoms released for
another 5 ns before the statistical ensemble was changed
to NVT, and the entire system was simulated for another
100 ns, followed by a 150 ns production simulation.

3 Results

To investigate the binding between the UV-damaged DNA
and photolyase we first consider the stability of the pro-
tein upon binding to the DNA before we proceed with
analysing the interaction energy and binding specificity
of the protein and the DNA, which is further evidenced
through the difference from the cryptochrome/DNA
system.

3.1 Stability of photolyase-DNA binding

An important measure for molecular system stability anal-
ysis is the root mean square displacement (RMSD), which
indicates how much the atoms in a molecular structure
are displaced on average compared to a reference position.
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Fig. 4. Stabilising photolyase-DNA complex. Root mean
square displacement (RMSD) computed for photolyase em-
ploying equation (1) relative to the structure obtained after
the initial equilibration (black line) and relative to the struc-
ture obtained after 150 ns (orange line) of simulation.

RMSD is typically defined as:

RMSD =

√∑N
i=1 (ri (t1) − ri (t2))

2

N
, (1)

where N is the total number of atoms in the studied struc-
ture, and ri(t1) and ri(t2) denote positions of an atom i
at time instances t1 and t2, respectively.

The computed RMSD time evolution for photolyase
after all atoms were released in the simulation, see Table 1,
is shown in Figure 4. The plot indicates that the RMSD
value of the protein showed saturation after about 150 ns.
The first 150 ns of the simulation where thus not used for
follow up any analysis and the simulation continued for
another 150 ns. The orange line shows the time evolution
of RMSD compared relatively to the structure obtained
after 150 ns simulation. The plot shows that choosing a
reference structure at a later time instance leads to the
RMSD decrease and indicates that there are no significant
structural displacements in the protein. The orange line

http://www.epj.org


Eur. Phys. J. D (2017) 71: 155 Page 5 of 10

Fig. 5. DNA binding to photolyase. (A) Time evolution of the
interaction energy between the UV-damaged DNA and pho-
tolyase. (B) Probability density distribution computed for the
interaction energy between DNA and photolyase, and the cor-
responding Gaussian fit. (C) Probability density distribution
computed for the interaction energy between DNA and pho-
tolyase during the last 50 ns of the simulation, and the corre-
sponding Gaussian fit.

in Figure 4 shows little increase in value, but it is in order
of no significant importance as a RMSD value of 1.5–2 Å
is considered small for a system of this size [24].

3.2 Binding of the UV-damaged DNA to photolyase

The binding strength of the UV-damaged DNA to pho-
tolyase could be characterised through the interaction en-
ergy shown in Figure 5. The interaction energy between
the protein and the damaged DNA molecule accounts for
the two non-bonded contributions, namely van der Waals
and electrostatic interactions. The average interaction en-
ergy between the studied fragment of the damaged DNA
and the entire photolyase is −2351.1 kcal/mol, where
−129.7 kcal/mol are due to van der Waals interactions
and the remaining −2221.4 kcal/mol are of electrostatic
nature.

In this context it is useful to consider the results of the
present investigation from the perspective of the ergodic
hypothesis, which suggest that the average of a process
parameter over time and the average over the statistical
ensemble should be the same. We can, therefore, use the
time evolution of a process parameter to find the aver-
age over the statistical ensemble. The hypothesis can be
applied to energy calculations delivered from MD simu-
lations. In this case the probability density distribution
of the interaction energy is expected to be fitted with a
single Gaussian distribution, being defined as:

p(E) =
1

σ
√

2π
exp

(
− (E − 〈E〉)2

2σ2

)
, (2)

where 〈E〉 is the mean energy value, σ is the standard
deviation and σ2 is the energy variance.

The interaction energy of the DNA and photolyase,
computed in the course of MD simulation, is used to com-
pute the probability density distribution of the interaction
energy, as shown in Figures 5B and 5C for two differ-
ent time intervals taken from the simulation. The prob-
ability density distribution of the interaction energy be-
tween the damaged DNA and photolyase in Figure 5B
features an asymmetric distribution, which could be fit-
ted with two Gaussians, indicating that the damaged DNA
might bind to photolyase following two different structural
motifs; each structural binding motif corresponds to one
Gaussian distribution. The time evolution of the interac-
tion energy in Figure 5A shows that the energy oscillates
between the two states in the beginning of the 150 ns pro-
duction simulation, but later converges to a more steady
binding regime, characterised by the average interaction
energy of –2301.15 kcal/mol. The oscillating behaviour in
the beginning of the simulation indicates that the sys-
tem has not found a stable conformation, and continu-
ously switches between two different binding modes. The
probability density distribution of the interaction energy
computed for the last 50 ns of the simulation trajectory
in Figure 5C is nicely fitted with a single Gaussian pro-
file. The shifts in the binding energy can be attributed to
changes in the DNA conformation.

The performed analysis indicates that it takes the
150 ns equilibration plus extra 75 ns before a stable bind-
ing behaviour of the DNA molecule to the repair enzyme
is revealed. The increased simulation time, could arise due
to the presence of a DNA in the system. The DNA used
in this simulation has only 15 base pairs, which makes
its ends easily move around and interact with the pro-
tein. Simulation indicate a stable binding during the final
50 ns, of the simulation but this high DNA flexibility could
in principle make the DNA readjust its position if the sim-
ulation time would be increased.

For the repair process to function properly, it is ad-
vantageous that the interaction energy between the UV-
damaged DNA and photolyase is negative as it reveals at-
traction between the fragments. However, it is even more
important for the repair process to have negative inter-
action energy between photolyase and the DNA photo-
product as it shows binding specificity. Figure 6A shows
this component of the interaction energy computed in
the course of MD simulation with the average value of
–236.5 kcal/mol. The interaction energy between the pho-
toproduct and photolyase follows, a trend similar to the
entire interaction energy, the double peaked probability
density distribution, as shown in Figure 6B. In the case of
this specific binding interactions energy, the second broad
peak arises due to somewhat increased binding energy dur-
ing the first 50 ns of the simulation, which then stabilises
around an average value on –248.41 kcal/mol. Similar to
Figure 5C the probability density distribution of the in-
teraction energy computed between the photoproduct and
photolyase for the last 50 ns of the simulation can be fitted
with a single Gaussian profile, as featured in Figure 6C.

Even though the total interaction energy between
DNA and photolyase changes due to the high flexibility
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Fig. 6. The T(6–4)T photoproduct binding to photolyase.
The interaction energy between the T(6–4)T photoproduct and
photolyase where A shows the time evolution, B shows the
probability density distribution, and C shows the probability
density distribution for the last 50 ns of the simulation.
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Fig. 7. Distance between the FAD and the photoproduct. The
time evolution of the edge-to-edge distance between the FAD
cofactor and the photoproduct in the UV-damaged DNA.

of the DNA, it seems like this effect does not affect the
ability of photolyase to repair the photoproduct. Because
the repair mechanism involves an electron transfer from
FAD to the photoproduct [2,10,36], an increased distance
between these two components will affect the probability
of the repair process [29]. As seen in Figure 7, the edge-to-
edge distance between the FAD cofactor from photolyase
and the photoproduct is stable at around 3.5 Å most of
the time, and there is no noticeable increases over time.
The only peculiarity is observed at 100 ns, which could
be connected to DNA internal dynamics. At this time in-
stance the ends of the DNA shortly move away from the
protein decreasing the angle of the backbone at the site of
the photoproduct, making it possible for the photoproduct
to move closer to the FAD.

3.3 Important factors for DNA binding

The performed simulations permit revealing the specific
role of individual residues that participate in DNA bind-
ing to photolyase. Table 2 summarises the most impor-
tant residues, lists how often the residues form hydrogen
bonds and compiles the mean interaction energies of these
residues with the DNA.

The residues with the lowest value of the interac-
tion energy are the positively charged amino acids lysines
and arginines. These amino acids bind to the negatively

charged backbone of the DNA and keep it in place. Fig-
ure 8A shows photolyase colored after the electrostatic
properties of amino acids; the positively charged amino
acids are shown in blue and the negatively charged are
shown in red. It is worth noting that at the site where
the DNA backbone approaches the protein, the surface is
blue and thereby enhancing the binding of the negatively
charged DNA.

The binding of the photoproduct is strongly relying
on two key residues with comparable interaction energies,
namely K246 and R421, see Figure 9. The interaction en-
ergy of –86.03 kcal/mol for K246 and the photoproduct is
the lowest value among all residues in the protein and in
the DNA, see Figure 10. The structural analysis made of
Maul et al. [2] also suggest that the K246 residue is key
for photolyase binding. During the simulation K246 moves
from interacting with the end of the photoproduct to inter-
act with the negative phosphate group at the backbone be-
tween the two nucleotides forming the photoproduct. This
shift can be connected to the change in interaction energy
seen in Figure 6. Analysing the crystal structure suggest
that K246 points towards the FAD, and one could expect
that it would interact more with the FAD than with the
photoproduct. The other residue, R421, on the other hand
is already known to be an important factor in the binding
of UV-damaged DNA to photolyase [2]. The time average
interaction energy of R421 with the photoproduct equals
−55.36 kcal/mol, while it is −75.28 kcal/mol for the inter-
action energy between R421 and base 10 on DNA strand
C, suggesting that R421 could prevent the DNA strands
from reconnecting but also stabilises the binding of pho-
tolyase and DNA. Some other residues important to keep
the DNA in place are K488, R502 and R505, as can be
seen from Figure 10. With interactions energies between
–25.32 and –66.00 kcal/mol these residues are noticeably
contributing to stability of photolyase/DNA attachment.
The three residues are placed on the same α-helix, see
Figure 9, and all interact with the DNA strand D.

3.4 Protonation of H365

It has been proposed earlier [2], that the binding of
the photoproduct is additionally mediated by the H365
residue from photolyase, as it forms hydrogen bonds with
the photoproduct. In the performed simulation no long-
term hydrogen bonds were observed. The simulations in-
dicate that H365 rotates early in the simulation and,
therefore, it is not possible for this residue to make the
predicted hydrogen bonding network. This situation can
be a consequence of the decided protonation state of the
histidine; H365 was assigned to be protonated in the δ-
position. If the histidine was protonated on the ε-position
or on both nitrogen positions, it is likely that the histidine
would behave differently.

The change in H365’s position has also an effect on the
photoproduct: in the crystal structure it seems like it can
form, two hydrogen bonds with Q299, see Figure 2, but in
the simulation one could only identify a transient single
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Table 2. Hydrogen bonds between the UV-damaged DNA and photolyase. The donor and acceptor are the residues which
build the hydrogen bonds investigated. The donor residue contains the hydrogen covalently bound to the electronegative atom
involved in the hydrogen bond, while the acceptor contains the electronegative atom not covalently bound to a hydrogen bond.
The C and D denote the two DNA strands, such that the chain C indicates the DNA strand containing the photoproduct,
while strand D represents the other strand. The interaction energy represents the sum of the van der Waals and electrostatic
interactions involved in the corresponding hydrogen bond, sorted by increasing values. The occupancy is the percent fraction
of the simulation time when the donor and acceptor are at a distance from each other where they are capable of forming a
hydrogen bond.

Donor DNA strand Acceptor Occupancy Mean interaction energy (kcal/mol)
K246 C T(6–4)T 57.58% –86.03
R421 C G10 34.59% –75.28
R502 D C10 21.16% –66.00
K161 D T14 61.68% –58.51
K431 C C11 76.31% –58.26
R502 D C11 57.80% –58.12
R421 C T(6–4)T 4.17% –55.36
K154 D C13 7.10% –43.91
R505 D C11 72.28% –43.32
K488 D A8 11.30% –25.32
Y419 D C10 68.21% –13.12
S424 C C11 81.11% –11.91
Q299 C T(6–4)T 4.97% –5.02

Fig. 8. Photolyase and cryptochrome. The proteins are colored after amino acid type, such that, blue shows basic, red shows
acidic, green shows polar and white the nonpolar residues. Both DNA’s are taken from the photolyase crystal structure [2] and
placed in cryptochrome after structural alignment of the two proteins, see methods.

hydrogen bond for about 4.97% of the entire simulation
time.

3.5 Cryptochrome binding to UV-damaged DNA

Photolyase and cryptochrome have high sequence simi-
larity [1], but their biological functions are apparently
completely different [1]. These differences could partially
stem from the fact that cryptochrome does not have a
favourable binding mode with the UV-damaged DNA.

The average interaction energy between the dam-
aged DNA and photolyase is −2349.24 kcal/mol, while
it is +64.14 kcal/mol for the damaged DNA and cryp-
tochrome, see Figure 11A. Because of the large difference
it is clear that photolyase would bind to the DNA sig-
nificantly better than cryptochrome. The positive value
for cryptochrome indicates that the DNA binds weakly

and it actually is even expected to dissociate after some
time, however the performed 150 ns simulations did not
reveal this. A plot demonstrating the time evolution of the
distance between cryptochrome and DNA is given in Sup-
porting Material (SM) in Figure S1. The fact that cryp-
tochrome does not unbind from the DNA could be an
effect from the negative interaction energy between the
protein and the photoproduct. Cryptochrome binds the
photoproduct with an energy on –66 kcal/mol, while pho-
tolyase binds the photoproduct with an average interac-
tion energy on –230 kcal/mol, see Figure 11B. As expected
photolyase binds stronger to the photoproduct than
cryptochrome.

When comparing the surface of photolyase and cryp-
tochrome, see Figure 8, none of the surface around the
DNA binding site in photolyase is showing acidic behav-
ior (colored red). For cryptochrome, on the other hand,
the acidic residue E528 is placed at the position, where

http://www.epj.org
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Fig. 9. Important photolyase residues for DNA binding. Residues K488, R502 and R505 form hydrogen bonds with the DNA base
residues 8, 10 and 11 from the DNA-D strand, while the residues K246 and R521 form hydrogen bonds with the photoproduct
and DNA base residue 10 from DNA-C strand.

Table 3. Residues involved in DNA binding to photolyase
as compared with cryptochrome. The photolyase residues are
highlighted here, being the most important amino acids for
the binding of the UV-damaged DNA. The equivalent residues
in cryptochrome are those found at the same position as the
residues in photolyase after structural alignment of the two
proteins. The third column shows the mean interaction energy
(in kcal/mol) between a residue in cryptochrome and the clos-
est DNA residue.

Residue in Equivalent residue Interaction energy with
photolyase in cryptochrome the nearest DNA residue

(kcal/mol)
R505 P520 0.35
R502 I517 0.12
K488 K503 –10.16
Y419 –
K161 M160 0.32
K431 R446 –33.74
S424 C439 –1.34
R421 S434 –1.55
K246 –

DNA is supposed to bind; the negative charge on the glu-
tamic acid will repeal the negatively charged DNA. Other
differences between photolyase and cryptochrome are the
properties of the individual amino acid residues in cryp-
tochrome located at the same locations as the residues
from Table 2 in photolyase; the differences are highlighted
in Table 3. In most of the cases the residues in cryp-

tochrome are non-polar and neutral, making them weaker
binding partners for the negatively charged DNA. Only
in the case of K431 and K488 in photolyase the residue
in cryptochrome is also a positively charged amino acid
residue. Of the residues listed in Table 3 the two pos-
itive charged residues are the only having a interaction
energy comparable with the same residues in photolyase.
The non-polar and neutral residues, together with the neg-
atively charged E528 makes it difficult for cryptochrome
to bind the UV-damaged DNA. Therefore, the DNA has
moved a little bit away from the proposed binding site
during the simulation, in order to bind to cryptochrome.
Here it interact with the positively charged amino acid
residue R532 in a way resembling the binding between
R421 and the UV-damaged DNA in photolyase. They
are both located between the two DNA strands and the
energy between the residues and the photoproduct are
–77.73 kcal/mol for cryptochrome and –49.52 kcal/mol for
photolyase, respectively.

4 Conclusion

The performed simulations reveal that the binding be-
tween the UV-damaged DNA and photolyase is primar-
ily governed by the electrostatic interactions between the
positive charges on the protein surface and the nega-
tively charged backbone of the DNA. In contrast, the ab-
sence of the positively charged amino acids arginine and

http://www.epj.org
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Fig. 10. Interactions between photolyase key residues and the
UV-damaged DNA. Graphical illustration of the average inter-
action energies between amino acid residues in photolyase and
residues of the UV-damaged DNA. The standard deviations of
the energies are shown as error bars. The figure follows data
compiled in Table 2.

Fig. 11. Comparison of photolyase and cryptochrome binding
to the UV-damaged DNA. The plot shows the mean energy
and the standard deviation for the interaction energy between
the DNA and either photolyase or cryptochrome (A). The in-
teraction between the photoproduct and both proteins (B) is
also presented.

lysine together with the presence of the negatively charged
glutamic acid residue in cryptochrome makes the cryp-
tochrome/DNA binding difficult.

The UV-damaged DNA is a highly flexible molecule,
and the present investigation showed that significant equi-
libration time is required before a stable binding motif of
photolyase to DNA could be observed. Such a behaviour
is important to consider in the description of the complete
repair process as it is a necessity for an efficient electron
transfer between the repair enzyme and the damaged DNA
site.

The repair of the (6–4) photoproduct by photolyase
is one of the simple examples where DNA damage arises.
Radiation that is more intense than UV radiation can lead
to single and double strand breaks, and the repair of these
damages are more complicated and their investigation is

more involved. The present study could, however, be use-
ful for such future investigations as it describes accurately
and systematically how to characterise protein binding to
a damaged DNA site. An interesting example could be lig-
ase III, involved in repair of single strand breaks [37,38],
and, therefore, such an investigation would require novel
computational approaches that permit studying chemical
bond breaking and formation which could, for example, be
modeled with the MBN Explorer software [39], a universal
computational tool tailored for multiscale simulations.

5 Supporting material

The force field parameters for the T(6–4)T photoprod-
uct are provided in the form of CHARMM topology and
parameter files in the Supporting Material. A Supplemen-
tary Figure S1 featuring the time evolution of the distance
between cryptochrome and DNA is also included.
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