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Abstract. As the driving force of the evolutionary game, the strategy update mechanism is crucial to the
evolution of cooperative behavior. At present, there has been a lot of research on the update mechanism,
which mainly involves two aspects. On one hand, all players in the network use the same rule to update
strategies; on the other hand, players use heterogeneous update rules, such as imitate and innovate. A
sophisticated update mechanism is available. However, most of these studies are based on node dynamics,
that is, individuals adopt the same strategy to their neighbors at the same time. Considering that in real
life, faced with complex social relationships, the code of conduct generally followed by individuals is to
adopt different decision-making behaviors for different opponents. Therefore, here, we are based on edge
dynamics, which allows each player to adopt different strategies for different opponents. We analyze how
the mixing ratio of the two mechanisms in the network affects the evolution of cooperative behavior based
on imitation and myopic. The parameter u is introduced to represent the proportion of myopic players.
The simulation results show that in the edge dynamics behavior patterns, compared with the myopic rule,
the imitate rule plays a leading role in promoting the group to achieve a high level of cooperation, even
when the temptation to defect is relatively large. Furthermore, for players who adopt the imitate update
mechanism, individuals with high cooperation rate dominate when u is relatively high, and individuals
with low cooperation rate dominate when u is relatively large. For players who adopt the myopic update
rule, regardless of the value of u, the individual’s cooperation rate is 0.25 and 0.5 is dominant.

1 Introduction

As indicated, our human beings are prone to be self-
ish [1]; whereas in practice, cooperation widely exists
and contributes to society’s maintenance and prosper-
ity, though this seems to be contradicted with natural
selection [3–5]. Hence, it seems to be a tremendous chal-
lenge to sustain the large-scale cooperation in natural.
Then, game theory emerges as an efficient means to
characterize the conflict between cooperation and self-
ish behaviors [2–5]. Numerous scholars have devoted
their endless effort to solving this social dilemma either
from the perspective of theoretical analyses or experi-
mental discussions [6–9].

Among these existed works, evolutionary game the-
ory seems to be regarded as a simple and effective
method [10–15]. The authors in [6] introduced this
method into a networked population, and they find
that cooperative behaviors are greatly promoted due
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to the existence of compact clusters being composed of
cooperators. Thus, cooperators can be prevented from
being exploited by defectors. Aiming to promote the
level of cooperation, different mechanisms are proposed
during the past decades, i.e., kin selection [16], direct
reciprocity [17], group selection [18], indirect reciprocity
[19], and network reciprocity. Moreover, various factors
are included to study corresponding effects on cooper-
ation, such as expressing willingness to cooperate [20],
age [21], memory [22], and co-evolution [23]. Further-
more, different rules are also proposed, such as learning
[24], teaching [25], myopic strategy [26], and imitation
strategy [27,28] for updating the strategy to be applied.

Furthermore, in response to the study of individual
diversity, in [29], social diversity is used via scaling
factors drawn randomly from a given distribution to
address extrinsic factors that determine the mapping
of original payoffs to individual fitness. The majority of
the current studies are conducted based on the assump-
tion that the focal player applies the same strategy
when confronted with different neighbors [30]. Whereas
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Fig. 1 Illustration of the updating rules adopted. a Myopic strategy; b imitation strategy. Here, large green nodes indicate
the individuals assigned to the lattice network, while red and blue indicate cooperation and defection, respectively

the focal player is inclined to adjust its strategy based
on the evaluation of the environment when participat-
ing in the games with different neighbors. We refer to
the behavioral patterns of link players as interactive
diversity, meaning that they can adopt different strate-
gies towards different neighbors at the same time. Sim-
ilarly, the traditional behavior of players who adopt the
same strategy towards all their neighbors is called inter-
active identity. Current research suggests that inter-
active heterogeneity can greatly enhance cooperation
[31]. Even if different factors, such as game metaphors
and population types, are incorporated, this promotion
effect is robust; while in [32], the effect of two typical
interaction patterns, i.e., interactive identity and inter-
active diversity, is also studied. In [33], the authors also
considered the influence of two different strategy updat-
ing rules, i.e., learning and teaching are studied thor-
oughly.

At present, there has been a lot of research on a com-
plex model involving two different update rules [34–36].
However, at present, we focus on edge dynamics and
discuss two different updating rules can be adopted by
the players, i.e., myopic strategy and imitation strategy.
Thus, the link agents can be classified into two cate-
gories accordingly, while the type of link agent remains
once determined during the experimental trial. Hence,
the proportion of link agents adopting different updat-
ing rules can be characterized by a parameter u and the
effects of varying u on the frequency of cooperation can
be investigated under the interactive diversity scenario.
While for simplicity, we suppose the link agent pair
participates in the traditional Prisoner’s dilemma (PD)
game, and the strategy adopted by the link agent can
only be either cooperation (C) or defection (D). Then,
the evolutionary dynamics of the PD games can be
investigated through Monte Carlo (MC) and the effects
of varying the proportion of myopic strategy and imita-

tion strategy on cooperative behaviors can be reflected
by extensive simulations.

Here, the whole manuscript is myopic provided as
follows: the proposed evolving mechanism is illustrated
in the Model section explicitly in which two updating
rules can be adopted. Then, extensive experiments are
conducted with corresponding simulation results being
provided. At the same time, analyses of the results are
given to illustrate the role of the proposed mechanism
in promoting cooperation. Eventually, conclusions are
given.

2 Model

For the studies in this manuscript, experiments are
conducted on square lattice networks which are sup-
posed to be with periodic boundaries; while correspond-
ing network size is assumed to be L × L. Each player
occupies a node in the network and there exists no
empty nodes. Hence, each player is anticipated to have
four neighbors. The network structure will remain once
given, while interactions are carried out via edges con-
necting players.

Similar as previous works, square lattice networks
with periodic boundaries are chosen to conduct exten-
sive experiments for further discussion. The network
size where L = 200. Thus, there are totally L2 indi-
viduals participating in the evolutionary game. Due to
the interactive diversity assumption, a focal individual
x is supposed to interact with its four neighbors, while
against a different neighbor, a new strategy might be
applied. Here, an individual is supposed to consist of
four link agents, as illustrated in Fig. 1. For each link
agent pair, two agents are anticipated to participate in
the traditional PD game, while the initial strategy of
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each link agent is randomly assigned to be either coop-
eration (C) or defection (D). Thus, on the square lattice
network, the strategies are evenly distributed. For each
link agent pair, a reward of R will be received if both
sides cooperate. Whereas a punishment of P will be
incurred if they choose to defect simultaneously. Nev-
ertheless, if different strategies are applied against each
other, the link agent who cooperates will undertake the
sucker’s payoff S, whereas the other receives the highest
payoff T . For the PD game, the following requirement
is to be satisfied, i.e., T >R >P > S, 2R >S + P . In
this manuscript, the considered payoff matrix for the
PD game is given as

M =
C D

C
D

(
1
b

0
0

)
,

where b denotes the dilemma strength (1 < b < 2).
For certain link agent pair, the earned profit by the

focal individual x can be denoted as Pxy. After inter-
acting with all the neighbors, the accumulated payoff,
i.e., Px, can be calculated as

Px =
∑k

y∈Φx

Pxy, (1)

where φx denotes the neighboring set of the focal indi-
vidual x and k indicates the total number of elements
in φx (for the square lattice network considered, k =
4).

For the strategy updating, two types of rules are con-
sidered, i.e., myopic strategy (or short-sighted behav-
ior) and imitation strategy, as illustrated in Fig. 1a,
b, respectively. Details of the updating rules above are
illustrated as follows (For simplicity, link agent at cer-
tain direction is provided, while the updating processes
for the other link agents of player x are similar):

Myopic strategy [26]: it is also referred to as short-
sighted behavior. Here, y2 is selected for an illustration.
The strategy applied to y2 by the focal player x is sxy2 ,
while sxy2 is cooperation as in Fig. 1a. After consider-
ing all the possible interactions, an accumulated pay-
off Px can be obtained. Whereas, if the focal player
x applies a reversed strategy s

′
xy2

, i.e., defection, to
y2 for the example in Fig. 1a, while the other condi-
tions remain, a different accumulated payoff P

′
x will be

derived. Through comparing Px and P
′
x, the strategy

with better performance is to be adopted with the Femi
updating rule [37] applied. This indicates that the focal
player x is anticipated to change the strategy from sxy2

to s
′
xy2

with the following probability:

W
(
sxy2 ← s

′
xy2

)
=

1
1 + exp[(Px − P ′

x)/K]
, (2)

where K denotes the selection intensity or the stochas-
tic noises [29]; similar as in [12], K is set to be 0.1, while
this holds for the imitation strategy.

Imitation strategy [27]: aiming to update the strategy
against certain neighbor, a reference is required. Here,
a parameter p is introduced, and the reference selection
is described as: when updating the strategy of the focal
player x against y1, then y1 is to be selected as the
reference with p; while y2, y3, or y4 might be chosen
with a probability of (1-p)/3. As in [38,39], p is set to
be 0. 919.

After determining the reference, the focal player x
will update the strategy against y1 by imitating the
strategy of the selected reference under the Femi updat-
ing rule [34]. Corresponding probability is given as

W =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

p ∗ 1
1+exp((Px−Py1 )/K) if y1 is the reference

(1−p)
3 ∗ 1

1+exp((Px−Py2 )/K) if y2 is the reference
(1−p)

3 ∗ 1
1+exp((Px−Py3 )/K) if y3 is the reference

(1−p)
3 ∗ 1

1+exp((Px−Py4 )/K) if y4 is the reference
(3)

Similarly, the strategy updating against the other
neighbors can be conducted. Please refer to [38,39]. for
more information; the mechanism adopted here is sim-
ilar.

Hence, link agents are classified into two categories
based on the updating rules adopted and a parameter
u is defined to characterize such a division. We sup-
pose, for a given u, 4uL2 link agents are supposed to
choose the myopic strategy, while the rest select the
imitation strategy. For 0 <u < 1, both myopic strat-
egy and imitation strategy coexist. Thus, the effects of
applying different updating rules on the level of coop-
eration can be reflected by selecting different u. For the
strategy adopted by the link agent, it is assigned to be
either cooperation or defection according to u. Here, we
suppose the types of link agents remain throughout the
simulation process once determined.

In this manuscript, Monte Carlo (MC) simulation is
conducted to analyze the evolutionary process, while
the adopted MC steps are equal to 100,000. Aiming to
ensure the accuracy, the obtained simulation results are
averaged over 15 independent experiments.

3 Results and analysis

Aiming to reveal the effects of varying the proportion of
link agents adopting different updating rules on cooper-
ation, extensive experiments are conducted with anal-
yses of the simulation results being provided.

First, as aforementioned, a pre-defined parameter u
is used to indicate the possibility of a certain link agent
adopting either myopic strategy or imitation strategy.
Extensive experiments are conducted for scenarios with
different parameter combinations of b and u, while cor-
responding frequencies of cooperation can be obtained
accordingly as provided in Fig. 2. As illustrated, for a
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Fig. 2 Frequencies of cooperation for scenarios with differ-
ent parameter combinations of b and u; here, experiments
are conducted on a L× L square lattice network

fixed b that is larger than 1.1, the frequency of coop-
eration seems to decrease first and then increases if
the proportion of link agents adopting imitation strat-
egy decreases (i.e., increasing the value of u). Whereas
for b< 1.1, the frequency of cooperation decreases if
the value of u increases. While for a fixed value of u,
the frequency of cooperation decreases if a large temp-
tation b is considered. Furthermore, we can see that
the frequency of cooperation seems to be lowest when
the temptation is relatively large (around 2), and the
proportion of link agents adopting myopic strategy is
approximately 40%.

To further understand the effect of varying the pro-
portion of link agents adopting the myopic strategy, we
also conducted experiments for several selected scenar-
ios (u = 0, 0.2, 0.5, 0.8, 1). Corresponding evolutionary
dynamics are presented in Fig. 3, while b equals 1.8.
As presented, frequencies of cooperation start from 0.5
regardless of the updating rules adopted by the link
agents; while this is incurred by the fact that coop-
eration and defection are randomly assigned to the
link agents on the lattice network. If u = 0, all the
link agents will adopt the imitation strategy. Under
such a scenario, the frequency of cooperation reduces
rapidly and remains relatively low for a long time; then,
such value increases rapidly until the stationary state
is reached. As illustrated, we can clearly see that the
frequency of cooperation is relatively high (approxi-
mately 90%) when stationary states are arrived, even
though the temptation to defect is relatively large. This
is referred to as the well-known inverse feedback phe-
nomenon for evolutionary game theory, this outstand-
ing contribution has been proved by scholars as in
[40,41]. If u = 0.2, there is a relatively small fraction
of link agents adopting the myopic strategy; the fre-
quency of cooperation is approximately 55% at the sta-
tionary state even if the inverse feedback phenomenon
still exists. Compared with the scenario with u = 0, we
can conclude that the introduction of the myopic strat-
egy plays an important role in inhibiting cooperation.
When considering the scenario of u = 0.5, the inverse
feedback phenomenon disappears, while the frequency
of cooperation decreases gradually and remains a rela-
tively low level of 25%. For the scenario of u = 0.8, there
exist a relatively large fraction of link agents adopting

Fig. 3 Evolutionary dynamics of cooperation at different
Monto Carlo (MC) steps for several selected scenarios with
u = 0, 0.2, 0.5, 0.8, 1; here, b equals to 1.8

myopic strategy; while the frequency of cooperation can
be improved compared with the scenario of u = 0.5.
When the proportion of link agents adopting myopic
strategy increases to 1, the frequency of cooperation
increases slightly, whereas the promotion effect is not
that significant. Among the scenarios incorporated, we
can find that the frequency of cooperation seems to be
the lowest when u = 0.5.

Later, we devote our efforts to investigate the rela-
tionship between the frequency of cooperation and the
parameter u. Simulations are conducted for scenarios
with different values of b (b = 1.2, 1.5, and 1.8), with
corresponding results being provided in Fig. 4a. We can
see that the effect of u on the frequency of coopera-
tion seems to be in a V-shaped form and there exists
a threshold for each scenario, being denoted as ud. If
u < ud, the frequency of cooperation first decreases
rapidly if u is increased, and then increases slightly.
Whereas if u > ud, the cooperation can be improved
if more link agents are inclined to adopt the myopic
strategies; nevertheless, this promotion effect is insignif-
icant. Moreover, the threshold ud varies for different b
and ud is usually smaller for larger b. In short, in terms
of promoting cooperation, the imitate rule is more sen-
sitive to b, while the myopic update rule is more insen-
sitive. Therefore, for a fixed value of b, the cooperation
rate first decreases and then increases with u value.
Furthermore, the relationship between the number of
different types of cooperative link agents and u is also
provided in Fig. 4b, while b is set to be 1.8. Here, the
link agents who cooperate are classified into different
categories according to the updating rules adopted. Let
TC, MC, and IC indicate the total number of cooper-
ative link agents, the number of cooperators with the
myopic strategy, and the number of cooperators with
the imitation strategy, respectively. As illustrated, IC
decreases with an increase of u and the decreasing trend
becomes much slower for larger u. While MC increases
slowly with the increase of u. Overall, TC decreases
rapidly first and then increases slowly. Hence, we can
find that the cooperation can be greatly improved if the
link agents adopt the imitation strategies.

To understand the cooperative behavior of the indi-
viduals from a micro perspective, in Fig. 5a–c, the dis-
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Fig. 4 a Illustration of the relationships between the fre-
quencies of cooperation and u for scenarios with different
b; b the relationships between TC, MC, and IC with u for
the scenario with b = 1.8. Here, TC, MC, and IC indicate
the total number of cooperative link agents, the number of
cooperators with the myopic strategy, and the number of
cooperators with the imitation strategy, respectively

tribution of link agents’ cooperative probability with
different types of updating rules is provided for scenar-
ios with u = 0.1, 0.5, 0.9 when the stationary state is
achieved. As indicated, the majority of the link agents
mainly adopt the imitation strategy for u = 0.1 while
individuals with cooperative probabilities of 1 occupy
almost 40%. Whereas for u = 0.5, most individuals
seem to have low cooperative probability, especially a
cooperative probability of 0. Though the number of
link agents adopting the myopic strategy is almost the
same as those adopting the imitation strategy, the indi-
vidual with link agents adopting the myopic strategy
usually seems to possess a high cooperative probabil-
ity. Under such a scenario, a few individuals with the
probabilities to cooperate being equal to 1, but the link
agents of these individuals will adopt the myopic strat-
egy. When u = 0.9, the above phenomenon is more
obvious. Overall, we can conclude that the imitation
strategy plays an important role in promoting coopera-
tion of the whole system, whereas individuals adopting
the myopic strategies seem to a high probability to be
cooperative.

For simulations conducted previously, K is fixed as
0.1. We know that the variation of K also affects the
evolutionary dynamics of cooperation; hence, extensive
simulations are also conducted for scenarios with dif-
ferent parameter combinations of u and K, while b

Fig. 6 Illustration of the frequency of cooperators for sce-
narios with different parameter combinations of u and K.
Here, b is set to be 1.8

equals 1.8. Especially, it is impossible to assign K to 0;
thus, the minimum value of K considered here equals
0.001. As illustrated, when all link agents adopt imita-
tion strategy, i.e., u = 0, cooperative behaviors can be
significantly promoted, and the level of cooperation is
relatively high; for a relatively small u, the frequency
of cooperation decreases if K increases when a fixed u
is considered. Whereas for a large u, the frequency of
cooperation increases if K increases when u is fixed.
While for a fixed K, the cooperation behavior will be
inhibited if a large value of u is considered (Fig. 6).
Whereas when u becomes slightly larger, we can find
that the frequency of cooperation decreases first and
then increases if we increase the value of K. This con-
firms the previous conclusion that myopic strategy’s
effect on the frequency of cooperation seems to be V-
shaped.

As it is well known that network topology plays an
important role in affecting the frequency of coopera-
tion. Thus, to derive a general conclusion for the effect
of myopic strategy, experiments are performed on dif-
ferent networks. Here, the SW network and Random
network are selected for illustrations with correspond-
ing phase diagrams being provided in Fig. 7. As illus-
trated, if fewer link agents adopt myopic strategies (i.e.,
smaller u), the frequency of cooperation seems to be
increased, especially when u is smaller than 0.1. For a
fixed b, we can see that the frequency of cooperation
decreases first and then increases if more link agents
adopt the myopic strategies, while the overall effect of

Fig. 5 a–c Distributions of the cooperators in different types for u = 0.1, 0.5 and 0.9 respectively. Here, b = 1.8
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Fig. 7 a and b Frequencies of cooperation for scenar-
ios with different parameter combinations of b and u with
experiments being performed on the SW network and Ran-
dom network

different parameter combinations on the frequency of
cooperation seems to be in a V-shaped form. Consider-
ing the random network, a similar phenomenon exists,
while the overall effect seems to be in a U-shaped form.
By considering the phase diagram for the lattice net-
work, we can find that the heterogeneity seems to play
a negative role in affecting the cooperation in networks:
the performance on the lattice network is much better
than that on the SW network, while corresponding per-
formance on the random network is the worst.

4 Conclusion

In this manuscript, we mainly devote our effort to inves-
tigate the effects of varying the proportion of link agents
adopting different strategy updating rules on the level
of cooperation when interactive diversity is considered.
There have been a lot of studies on individuals adopt-
ing multiple update rules, such as a complex model
with imitate and innovate rules. What is innovative
here is that agents follow heterogeneous interactions,
that is, individuals are allowed to adopt inconsistent
strategies to different neighbors at the same time. The
evolutionary dynamics on the regular lattice network
are mainly investigated. The players can adopt two dif-
ferent updating rules, i.e., myopic strategy (i.e., short-
sighted behavior) and imitation strategy. Thus, the link
agents can be classified into two categories accordingly.
Hence, the proportion of link agents adopting different
updating rules can be characterized by a parameter u
and the effects of varying u on the frequency of coop-
eration can be investigated accordingly. The simulation
results show that in terms of promoting cooperation,
the imitate update rule is more sensitive to the temp-
tation to defect, while the myopic update rule is more
insensitive. Therefore, for a fixed value of b, the cooper-
ation rate first decreases and then increases as the pro-
portion of myopic people increases. Although increas-
ing the temptation to defect will not result in a sig-
nificant decrease in the cooperative behavior of myopic
groups, imitate rule plays a leading role in achieving
high cooperation rates across the entire network. Fur-
thermore, in the steady state, the distribution of the

cooperation rate of the two updating rules shows a big
difference. For imitating players, when the value of u is
small, individuals with a high cooperation rate are dom-
inant, and individuals with a low cooperation rate are
dominant when u is relatively large. For myopic play-
ers, regardless of the u value, the cooperation rate is
mainly 0.25 and 0.5. Simulation is conducted on differ-
ent networks, we can find that when only introducing
the heterogeneity of individual behavior patterns, and
the social dilemma is alleviated. However, when consid-
ering the heterogeneity of the network structure at the
same time, cooperation does not improve, implying that
when multiple mechanisms promoting cooperation exist
at the same time, the opposite effect may be obtained,
and this conclusion has been proved in Su’s research
[38,39]. We hope that the insights in this manuscript
help solve social dilemmas.
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