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Abstract⎯Computer simulation is now becoming a central scientific paradigm of systems biology and a basic
tool for the theoretical study and understanding of the complex mechanisms of living systems. The increase
in the number and complexity of these models leads to the need for their collaborative development, reuse of
models, their verification, and the description of computational experiments and their results. Ontological
modeling is used to develop formats for knowledge-oriented mathematical modeling of biological systems. In
this sense, ontology associated with the entire set of formats that support research in systems biology, in par-
ticular, computer modeling of biological systems and processes, can be regarded as a first approximation to
the ontology of systems biology. This review summarizes the features of the subject area (bioinformatics, sys-
tems biology, and biomedicine), the main motivation for the development of ontologies and the most import-
ant examples of ontological modeling and semantic analysis at different levels of the hierarchy of knowledge:
molecular genetic, cellular, tissue, organs, and the body. Bioinformatics and systems biology is an excellent
ground for testing the technologies and efficient use of ontological modeling. Several dozens of verified basic
reference ontologies now represent a source of knowledge for the integration and development of more com-
plex domain models aimed at addressing specific issues in biomedicine and biotechnology. Further formal-
ization and ontological accumulation of knowledge and the use of formal methods of analysis can take the
entire cycle of research in systems biology to a new technological level.
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INTRODUCTION

The emergence of qualitatively new opportunities
for research, based on the use of high-performance
experimental technologies of massive parallel DNA
sequencing, multilocus genotyping, multiparameter gene
expression profiling using DNA chips, ChiP-on-chip
technologies, proteomic and metabolomic technologies,
etc., have led to the accumulation of unprecedentedly
large amounts of experimental data and knowledge.

The huge amount of molecular biological informa-
tion, its complexity, and the large number of barriers—
technological, informational, resource, etc.—have
complicated its analysis, organization, and application
in specific problems of bioinformatics, biotechnology,
pharmacology, personalized medicine, etc. To assim-
ilate, organize and effectively use this kind of informa-
tion, one requires new approaches to processing large
data (BIG DATA), in particular, automated methods
of semantic integration of heterogeneous data, one of
the main stages of which is the coordination of domain
concepts, methods of their description and use (com-

parison, data processing, etc.). Such a consistent
description of a particular domain is called ontology.

Ontology development is a complex and costly pro-
cess. The first stage of this process is the ontological
analysis and modeling of the domain, including the
creation of a glossary of terms, their precise definitions
and relationships between them, as well as rules and
regulations, according to which the introduced termi-
nology is used to form credible allegations describing
the state of the object under study.

Why do we need ontologies? Ontologies make it
possible to present concepts in a way that they become
suitable for machine processing and consequently are
used as an intermediary between the user and the
information system, or between members of the scien-
tific community during data exchange. It is important
for a molecular biologist to be able to describe molec-
ular events, interacting components, and the roles
played by these components in molecular events and
processes, as well as to evaluate hypotheses. Bioinfor-
maticists are interested in data integration, computer
annotation, and modeling processes and systems. The
general demand is the use of ontologies in education.
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As a scientific discipline, systems biology emerged
with the advent of possibilities to construct portrait
models of biological systems and processes through
the integration and joint computer analysis of a large
amount of these fundamentally new experimental data
describing the behavior of molecular-genetic systems
as a whole. Systems biology studies biological objects
and their complex, hierarchically organized networks
of interactions, controlled by the information encoded
in the genomes (Kitano, 2002).

In this regard, at present ontological analysis is one
of the basic tools of bioinformatics and systems biol-
ogy, used for the semantic integration of experimental
data and knowledge in order to build “a unified pic-
ture of the world” (Podkolodnyy, 2011).

FORMAL REPRESENTATION
OF ONTOLOGIES

In computer science, the term ontology is a con-
ceptual model of representation of objects, properties
of objects, and relations between them (Chandrase-
karan et al., 1999). The ontology includes a set of con-
cepts (terms) of the domain, their definitions and
attributes, as well as an associated set of axioms and
rules of inference (Gruber, 1995).

Thus, the formal ontology model is an ordered tri-
ple of finite sets O = 〈T, R, F〉, where T is a finite and
nonempty set of classes and concepts (concepts,
terms) of the domain as part of the real world, consid-
ered within a given context (in our case, bioinformat-
ics and systems biology), which is described by ontol-
ogy O; R is a finite set of relationships between the
concepts of a given domain; F is a finite set of interpre-
tation functions given by the concepts and/or relation-
ships of ontology O or axioms used for modeling state-
ments that are always true, which limits the interpre-
tation and ensures correct use of the concepts.

One of the most productive approaches to describe
and use knowledge about the domain is descriptive
logics (DL) that define a formal language for the
description of concepts (term, class, category, or
entity) and their relationships (called roles), state-
ments of facts, and requests to them. In addition, DLs
include constructors (operations) for conceptual
expressions, including conjunction, disjunction, and
definition of relationships.

In terms of descriptive logic, domain knowledge
bases are divided into general knowledge about a vari-
ety of classes of domain concepts, properties, and rela-
tionships between them (terminological knowledge,
or T-Box) and knowledge about individual objects
(class instances), their properties, and relationships
with other objects (assertional knowledge, or A-Box);
i.e., they describe the domain at the level of specific
data (database). Both the components in the knowl-
edge base are interconnected.

In general, the creation of applied ontologies
focused on a specific domain can be greatly acceler-
ated by using previously developed canonical (refer-
ence) ontologies for the construction of ontological
classes and relationships between them.

Specifically, such a reference ontology may be an
upper level ontology or basic knowledge ontology that
describes the most general concepts (space, time,
material, object, system, state, behavior, event, pro-
cess, action, structure, function, etc.) and relation-
ships (part–whole, general–specific, taxonomy,
influence, cause, result, regulation, association, simi-
larity, as well as spatial and temporal relationships,
etc.). As these concepts do not depend on a particular
issue or domain, it seems reasonable to unify them for
large user communities.

OPEN BIOLOGICAL ONTOLOGIES
The project Open Biological Ontologies (OBO) is

aimed at developing unified approaches to create
ontologies, methods of their integration, and the tools
to work with them (Bada and Hunter, 2007; Smith
et al., 2007). The OBO contains information about
ontologies and projects that are carried out in the field
of biology (http://obofoundry.github.io/).

Currently, OBO describes over 70 ontologies in
various fields, including anatomy, biochemistry, bio-
logical processes, functions, and sequences, diseases,
environment, experimental evidence, phenotypes,
proteins, and taxonomy (Schober et al., 2009).

To ensure the compatibility of biomedical ontolo-
gies developed within the OBO project, there are rec-
ommendations on standardization and the used onto-
logical relationships. The formal properties of rela-
tionships are set, which can be used for inference of
new assertions. In particular, it is assumed that rela-
tionships part_of and is_a are transitive, ref lexive, and
antisymmetric.

However, in fact, depending on the further clarifi-
cation of the semantics of relationships and the specif-
ics of their application, the properties of these rela-
tionships may not be met. Even such popular relation-
ships as part_of and is_a have different practical
interpretations. In this case, the transitive property
may be violated. This was the problem for developers
of the project Gene Ontology (GO), when they started
formal verification of its ontology (Smith et al., 2003).

Below are some of the problems that have arisen in
GO during the interpretation of the relationship
part_of:

P1. A part_of B means A is sometimes part of B, that
is, for every A at a certain time t A is part of B.

Example: “replication fork” part_of “nucleop-
lasm” (“replication fork” is observed in a particular
phase of the cell cycle).

P2. A part_of B means A may be part of B. Class A
is part of class B if and only if there is subclass C  B,⊂
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where all instances of A are included as part of the
instances of C and all instances of class C include the
instances of class A.

Example: “flagellum” part_of “cell” (some cell
types include f lagella as their part).

P3. A part_of B means: A is always part B.
Example: “membrane” part_of “cell” (membrane

is a part of every cell).
Similarly, GO faced problems of interpreting relation-

ship is_a. A well-structured classification can be
obtained by replacing relationship is_a for specific types,
for example: has_role, is_dependent_on, is_involved_in,
contributes_to, and is_located_in, as well as adding dif-
ferent categories of entities: sites, constituents, roles,
functions, and qualities.

In general, to solve these problems one needs to
clarify the semantics of these relationships, which is
used in the development of a specific ontology.

There are various attempts to clarify the semantics
of relationships part of and is_a and their classification
for the resolution of typical conflicts and violations of
the properties of these relationships. The paper of
Winston et al. (1987) introduced six different types of
relationships part_of (table) based on the following
criteria or properties:

• “Functional” is met when parts in specific spa-
tial or temporal localization perform the same func-
tional role as a whole.

• “Homeomerous” is met when every part is simi-
lar to every other part and to the whole to which it
belongs.

• “Separable” is met when parts are not physically
connected and at least in principle are separated from
the whole which they constitute.

Problems with the transitivity of relationship
part_of arise when different types of the relationship
part_of are combined. In general, the transitivity
should be assumed at least when using relationships
part_of of the same type, that is, when they have the
same properties.

Depending on the characteristics of the domain,
one can use different sets of properties that define
classes of the relationship part_of, for example, con-

figurational, encapsulated, exchangeable, functional,
homeomerous, homogeneous, mandatory, canoni-
cally necessary, removable, segmental, separable, and
shareable.

Bioinformatics and systems biology traditionally
widely use ontology representation in OBO. In recent
years, many ontologies are translated into OWL
(Ontology Web Language) (Stevens et al., 2007). The
main problem with these transformations consists in
errors, contradictions, and irregularities of the inter-
pretation of relationships. The use of formal methods
to search for inconsistencies and incompleteness can
significantly improve the quality of the descriptions.

DEVELOPMENT OF ONTOLOGIES
IN BIOINFORMATICS

Currently, hundreds of ontologies in the field of
biology have been developed, which can be used for
the description and integration of knowledge, as well
as inference of new knowledge.

In particular, bioinformatics resources and ontolo-
gies have been developed and widely used, making it
possible to describe molecular structures, functions,
processes, and gene networks (GO).

Ontologies MIAPE (Minimum Information About
a Proteomics Experiment) (Taylor et al., 2007) and
MIMIx (Minimum Information required for report-
ing a Molecular Interaction eXperiment) (Orchard
et al., 2007) were proposed by the working group
Human Proteome Organization (HUPO) to describe
proteomic studies and experiments on molecular
interactions, respectively.

Small upper-level ontology BFO (Basic Formal
Ontology) is designed to develop ontologies oriented
for the search and integration of scientific data. BFO
has already been used for the development of more than
130 ontologies in different domains (http://ifomis.
uni-saarland.de/bfo/).

The knowledge base ChEBI (Chemical Entities of
Biological Interest) includes the ontology of molecu-
lar objects—natural compounds or synthetic products
that affect processes in living organisms, including any
constitutionally or isotopically distinct atoms, molecules,

Types of part_of relationships and their defining properties (by: Winston et al., 1987)

Types of relationship part_of
Properties

“Functional” “Homeomerous” “Separable”

Component/Integral-Object + – +
Member/Collection – – +
Portion/Mass – + +
Stuff/Object – – –
Feature/Activity + – –
Place/Area – + –
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ions, ion pairs, radicals, radical ions, complexes, and
conformers (https://www.ebi.ac.uk/chebi/). ChEBI
currently (release 131) includes 46 477 fully annotated
molecular objects.

The ontology of cell types CL (Cell Type Ontol-
ogy), in fact, is a structured controlled vocabulary that
includes the description of cell types of different spe-
cies of organisms, from prokaryotes to mammals
(http://www.obofoundry.org/cgi-bin/detail.cgi?id=cell).

Ontologies developed in the KEGG (Kyoto Ency-
clopedia of Genes and Genomes) (Kanehisa et al.,
2004) are focused on the wide range of molecular biol-
ogy, from genes and proteins to metabolic and gene
networks. Knowledge base TAMBIS (Transparent
Access to Multiple Bioinformatics Information
Source, http://www.cs.man.ac.uk/~stevensr/tambis/)
provides users-biologists with a single point of access
to global sources of biological information, which in
this system is integrated through an ontological
description (Stevens et al., 2000). EcoCyc is a scien-
tific database that accumulates information obtained
as a result of annotating the scientific publications on
the genome of E. coli, regulating its gene transcription,
and transport and metabolic pathways (Karp et al.,
2014).

Sequence Ontology (SO) includes a number of
concepts and controlled vocabularies used to describe
the properties and initial annotation of nucleotide or
protein sequences, the structural representation of
these annotations in genomic databases, the mutations
in both types of sequences, and at a higher level (Cun-
ningham et al., 2015).

The Mouse Atlas Project develops a digital atlas
and a database on mouse gene expression and cell
lines with the description of the anatomical localiza-
tion of cells (Graham et al., 2015).

Ontology MGED (Microarray and Gene Expres-
sion Data) is used to describe experiments and gene
expression data (Whetzel et al., 2006).

MIAME (Minimum Information About a Micro-
array Experiment) is used to describe the expression
data (Brazma et al., 2001).

The knowledge base PharmGKB (https://www.
pharmgkb.org/) provides information on pharmacog-
enetics (Klein et al., 2001).

The project Cell Cycle Ontology (Antezana et al.,
2009) aims at the extension of the existing ontologies
associated with the cell cycle for the integration and
knowledge management of its components and regu-
latory aspects. The sources of this knowledge include
already existing resources (GO, UniProt, IntAct,
BIND, NCBI taxonomy, etc.). The integration and
combination of this knowledge makes it possible to
provide the most complete picture of cell division pro-
cesses.

The anatomical and morphological ontologies for
model organisms are important examples of ontologi-

cal modeling, which uses a wide variety of spatial and
temporal relationships.

In particular, the basic anatomical model FMA
(Foundational Model of Anatomy ontology) is a refer-
ence ontology which includes concepts and relation-
ships used to describe the structural organization of
the human body at various levels, from macromole-
cules, cells, tissues, and organs to the body, taking into
account ontogeny, and designed for the symbolic
computer modeling of anatomical structures (Rosse
et al., 2003; Rosse et al., 2007).

FMA ontology knowledge is represented as frames
and is stored in a relational database. FMA (http://
sig.biostr.washington.edu/projects/fm/) includes about
75000 anatomy classes, more than 130000 unique
terms, more than 205000 frames, and 174 unique slots,
which are used to represent different types of relation-
ships, attributes, and attribute relationships. The FMA
relationships network contains more than 2.5 million
instances of relationships, more than 1 million
instances of classes, and about 450000 relationships
between classes.

GENE ONTOLOGY
GO (http://www.geneontology.org/) is an example of

one of the most successful projects of ontology creation.
The structure of GO includes three sections:
• Molecular function, an elementary activity/task

or a role performed by a gene or a gene product in cer-
tain biological processes, for example, “catalytic
activity” or “Toll receptor binding.”

• Biological processes describe a series of events
that implement one or more organized ensembles of
molecular functions. Unlike the function, the process
must have several distinct stages. For example,
“pyrimidine metabolic process.”

• Cellular components as part of the anatomical
structure which describes the localization of a gene or
its product in the body at levels of cell structures and
macromolecular complexes (for example, “nucleus,”
“membrane”) or groups of gene products (for exam-
ple, “ribosome,” “proteasome,” or “protein dimer”).

In fact, GO makes it possible to describe the
knowledge about what is the function of the gene or its
product (RNA, protein) in a particular biological pro-
cess or a particular cellular structure.

GO contains more than 40000 concepts (The
Gene Ontology Consortium, 2015), including the fol-
lowing concepts:

• Biological process, about 30000;
• Molecular function, more than 10000;
• Cellular component, 3758.
GO was used to develop the resource GOA (Gene

Ontology Annotation, http://www.ebi.ac.uk/GOA),
which is used for the annotation of proteins from Uni-
ProtKB (UniProt Knowledgebase). Currently GOA
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contains 368 million GO annotations for nearly 54 mil-
lion proteins from 480000 taxonomic groups (Huntley
et al., 2015).

The basic relationships between the concepts that
are used in GO are is_a, part_of, and regulates.

• is_a is a simple relationship“class–subclass,”
where A is_a B means that A is a subclass of B.

• part_of is a relationship“part–whole.” Expres-
sion A part_of B means that if A exists, A is always part B.

• Regulates, positively_regulates, and negatively_
regulates describe relationships between biological pro-
cesses, molecular functions, or biological properties.

GO describes hierarchical relationships, however,
the relationship graph is not a tree. One concept may
have several ancestors. The transitivity property of
relationships used in GO makes it possible to build a
lattice of relationships between concepts and carry out
logical inference about the properties of concepts and
their relationships (Srinivas, 2009).

ONTOLOGY OF SYSTEMS BIOLOGY
Computer models have become a central scientific

paradigm of systems biology and a main tool for theo-
retical research and understanding of mechanisms of
the functioning of complex living systems. The
increase in the number and size of these models leads
to a greater need for collaborative development, reuse
of models, their verification, and description of the
computational experiment and its results.

Knowledge representation formats for the mathe-
matical modeling of biological systems are being
developed through the active use of the ontological
modeling of the domains. In this sense, ontology asso-
ciated with the entire set of formats that support
research in systems biology, in particular computer
modeling of biological systems and processes, can be
considered as a first approximation to the ontology of
systems biology.

In this section, we discuss ontologies of systems
biology aimed at the description of genetic systems
and their models.

Many ontologies are not developed from scratch
but integrate (or compile) previously developed partial
ontologies used as basic sources of knowledge. These
include the formalization of the structure of mathe-
matical models (SBML), standardized description of
model components from the kinetic and biological
points of view (SBO, GO, and UniProt). However,
just the formalization of the structure of the computer
model is not sufficient to support the entire process
chain of the computing experiment and computer
simulation in systems biology. It is necessary to for-
malize pragmatic and dynamic aspects of the model-
ing process.

Systems Biology Ontology (SBO) (http://www.
ebi.ac.uk/sbo/) is an example of a specialized project.

This project is aimed at the development of controlled
vocabularies and ontologies focused on solving prob-
lems of systems biology, especially in the context of
computer modeling.

SBO includes six orthogonal controlled vocabular-
ies, including a description of the roles of the reac-
tion participants (for example, “reactant,” “prod-
uct,” or “modifier”), the values of quantitative
parameters of the reactions’ models (for example,
“kinetic constant”), exact classification of the
mathematical expressions that describe the system
(for example, “mass action rate law”), the type of
the used modeling environment (for example, “log-
ical framework” or “discrete framework”), types of
system entities (for example, “macromolecule,”
“enzyme,” or “ligand”), and interactions therein
(for example, “process,” “biochemical reaction,”
“genetic interaction,” or “relationship”). The
quantitative parameters and mathematical expres-
sions are described in the MathML 3.0 language
(http://www.w3.org/TR/MathML3/).

The mathematical model can be annotated in SBO
at any stage of the life cycle (from creation to the time
of expansion and modification of the model) through
the successive expansion of its semantics.

There are examples of other knowledge representa-
tion formats and their related systems biology ontologies:

• Systems Biology Markup Language (SBML,
http://sbml.org), a format for the representation of the
structure of biological models (Hucka et al., 2003).

• Biological Pathway Exchange Language (BioPAX,
http://www.biopax.org), a format for the description
and integration of information about molecular inter-
actions and biological processes (Demir et al., 2010).
This approach is used to represent knowledge in the
existing databases (BioCyc, BIND, WIT, aMAZE,
KEGG, Reactome, and so on) that are important for
the description of gene expression mechanisms.

• Minimal Information Requested In the Annota-
tion of biochemical Models (MIRIAM) (Le Novère
et al., 2005), a format for the standardization of a min-
imal set of information required to annotate the model
and allow collective annotation, curation, and devel-
opment, as well as the reuse of models.

• Simulation Experiment Description Markup
Language (SED-ML, http://sed-ml.org/), a format
for the description of experiments on the simulation
and exchange of modeling results regardless of the
used language of model specification and simulation
environment (Waltemath et al., 2011).

• TErminology for the Description of DYnamics
(TEDDY, http://www.ebi.ac.uk/compneursrv/teddy)
(Chelliah and Endler, 2009), ontology for the descrip-
tion of the dynamic behavior of a biological system or
a dynamic phenomenon, control of elements of a bio-
logical model and a system in systematic and synthetic
biology. In particular, TEDDY makes it possible to
quantitatively describe characteristics of the biological
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system or model: oscillation type (chaotic, periodic,
quasi-periodic, etc.), oscillation fields, periods, points
of stationarity or instability, parameter-dependent
bifurcations, functional motifs (for example, negative
feedback), etc.

• Kinetic Simulation Algorithm Ontology (KiSAO,
http://biomodels.net/kisao/), ontology for the descrip-
tion of algorithms for modeling kinetic processes
(Chelliah and Endler, 2009). The classification of algo-
rithms for modeling biological models in KiSAO is built
using a variety of categories and taking into account algo-
rithm versions. For example, deterministic or stochastic
rules, spatial and non-spatial approaches, discrete or
continuous variables, and fixed or adaptive time steps.

• Systems Biology Graphical Notation (SBGN,
http://www.sbgn.org), a format for the graphical rep-
resentation of biological systems and processes (Dada
et al., 2010).

• SBRML (www.comp-sys-bio.org/tiki-index.php?
page=SBRML), a format for saving simulation results
(Orchard et al., 2007).

• CellML (www.cellml.org), a format for the
description of mathematical models of biological sys-
tems and processes (Lloyd et al., 2004). Mathematical
expressions are represented in CellML through the use
of the language MathML.

Reference ontologies, GO, SO, Chemical Entities
of Biological Interest (ChEBI), FMA, FMP, CPRO,
PaTO, Pro, RnaO, and CARO, which describe bio-
logical systems at different levels, can be integrated
into a common ontology to describe the object studied
by systems biology (organism, organ, tissue, or cell).

USE OF ONTOLOGIES IN SYSTEMS BIOLOGY 
AND BIOINFORMATICS

In general, the use of ontologies gives a tangible
effect when solving the following problems in bioin-
formatics and systems biology (Bodenreider and Ste-
vens, 2006; Bodenreider, 2008; Beck et al., 2009; Noy
et al., 2009; Podkolodnyy, 2011).

1. Interpretation of molecular genetic knowledge,
semantic interpretation of data analysis methods and
models in systems biology. In particular, gene enrich-
ment analysis using terms of GO (GO Enrichment
Analysis) is used to interpret the data (for example, the
functional description of the set of genes), quality
control, as well as ordering and selection of the data.

2. Prioritization of genes, proteins, biomarkers, etc.
3. Similarity analysis and clustering of objects. For

example, the analysis of expression levels of tens of
thousands of genes in different cell situations, differ-
ent conditions, and at different stages of development
of a cell, tissue, organ, or body. After detecting a group
of genes with similar expression patterns (coexpressed
genes), it becomes necessary to describe these groups.
The use of GO makes it possible to describe functions
of the genes comprising the cluster (Khatri and Dra-

ghici, 2005). In fact, using ontologies, one can quan-
tify the semantic similarity of the domain objects.

4. Support of interoperability and knowledge
exchange:

—unified access to multiple heterogeneous data
sources;

—the search for relevant information in docu-
ments. In this case, ontology sets the context for the
annotation of the document content using semantic
information, as well as indexing and binding the facts
described in the databases (Shah et al., 2009);

⎯integration of information from different sources
and the creation of large knowledge bases;

—combining the experimental data and knowledge
from the ontology to form a knowledge base;

—interoperability, support of communication
(between people and organizations), and knowledge
exchange (among people and/or systems);

—text mining and semantic analysis (Chapman
and Cohen, 2009);

—knowledge acquisition, extraction of knowledge,
as well as implicit and explicit relationships between
entities in annotated sources, and analytics.

5. Creating new ontologies based on the reuse of
basic canonical ontologies and various types of opera-
tions with them, including ontology matching, ontology
merging, ontology mapping, and ontology alignment.

6. Ensuring the consistency and correctness of
knowledge representation. Support for the process of
ontology construction, including all types of auto-
matic output to find errors and identify new relation-
ships. In modern ontologies, there are hundreds of thou-
sands of concepts and relationships, so manual verifica-
tion is not possible. In this case, an expert checks the
contradictions and the results obtained by formal infer-
ence in the ontologies (Livingston et al., 2015).

7. Support of inductive inference to extract addi-
tional knowledge from a variety of facts and hypothe-
sis testing. For example, the work of Podkolodnyy
et al. (2012) presents approaches to the ontological
modeling of the regulation mechanisms of gene tran-
scription and shows examples of the reconstruction of
the hypothetical mechanisms of the transcriptional
regulation, taking into account information about the
structure of the regulatory regions of genes and func-
tions of the regulatory proteins present in the given
cells or tissues at a certain stage of development.

8. Better argumentation of bioinformatics tech-
niques, including a precise description of the biomed-
ical experimental protocols, data analysis methods,
and modeling of biological processes and systems
(Chen et al., 2007).

There are examples of the successful application of
the descriptive logic and inference for formal ontolo-
gies in the biomedical field. A review of Keith et al.
(Keet et al., 2007) provides a list of common scenarios
obtained by the analysis and synthesis of examples of
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the use of inference means. It was noted that the stan-
dard Racer, Pellet, and FaCT++ tools do not make it
possible to perform many of the scenarios on real bio-
medical ontologies because of their large size and
complexity. This is why the development of new effec-
tive software inference means and approaches for the
formalization of biological knowledge remains highly
relevant.

SOFTWARE FOR ONTOLOGY APPLICATION
Currently, GO is the most widely used ontology in the

field of bioinformatics and systems biology. To this end,
a large number of software tools have been developed:

—AMIGO (http://amigo.geneontology.org/amigo),
QuickGO (http://www.ebi.ac.uk/QuickGO/),
Protein2GO, and Ontology Lookup Service (http://
www.ebi.ac.uk/ontology-lookup/)—search and view of
GO and annotation data (Carbon et al., 2009).

—OBO-Edit, view and edit of ontological descrip-
tions (Day-Richter et al., 2007).

—Blast2GO (https://www.blast2go.com/), func-
tional annotation of unknown sequences by a homol-
ogy search using BLAST and the analysis of the GO
annotation of the obtained results (Conesa and Gotz,
2008).

⎯GoPubMed, search for biological texts based on
GO and Medical Subject Headings (MeSH, http:// www.
nlm.nih.gov/mesh/introduction.html). GoPubMed
connects GO with the abstracts database PubMed and
answers the questions: What? Who? Where? When?
(http://www.gopubmed.org/web/gopubmed/).

—Onto-Tools (http://vortex.cs.wayne.edu/), a set
of services including Onto-Express, Onto-Compare,
Onto-Design, Onto-Translate, Onto-Miner, Pathway-
Express, Promoter-Express, nsSNPCounter, TAQ,
and OE2GO—profiling of multiple genes, compari-
son of expression data, computer support of the design
of DNA chips, including selecting a set of genes based
on their functions, the processes in which these genes
are involved, or cellular components where these
genes are expressed.

—GOToolBox, analysis of the results of DNA chip
experiments (http://genome.crg.es/GOToolBox/)
(Martin et al., 2004).

GO is most often used for the analysis of the
enrichment of the description of genes with gene
ontology terms. To solve this problem, several dozens
of software systems have been developed, among
which the most popular are (ftp://ftp.geneontology.
org/pub/go/www/GO.tools.microarray.shtml):

• Gorilla (Gene Ontology enRIchment anaLysis
and visuaLizAtion tool) (http://cbl-gorilla.cs.technion.
ac.il/), a web-application for the identification of
enriched GO terms in the ranked list of genes.

• PANTHER (http://pantherdb.org/), classifica-
tion of proteins (and their genes) in accordance with

information from GOA, evolutionary relationships,
interactions, participation in the metabolic and gene
networks, etc. As part of the GO project, this system is
regularly updated and uses the most current data
(Thomas et al., 2003; Huaiyu et al., 2003; Mi et al.,
2005).

• DAVID (http://david.abcc.ncifcrf.gov/), a web-
service for the annotation and analysis of expression
and proteomic data obtained with the help of high-
throughput experimental technologies, as well as the
enrichment of gene description. The main drawback
of DAVID is the use of outdated data of GO (lagging
3–4 years).

• Web Service WebGestalt (http://bioinfo.vanderbilt.
edu/webgestalt/) is used in functional genomics, pro-
teomics, and large-scale genetic research for func-
tional annotation of large groups of genes, for exam-
ple, groups of differentially expressing and coexpress-
ing genes.

The rapid development of the experimental tech-
niques in molecular biology has led to ontological
modeling becoming the basic method in bioinformat-
ics and systems biology for the integration and analysis
of heterogeneous experimental data and their use to
construct mathematical models of molecular-genetic
systems and processes.

Bioinformatics and systems biology is an excellent
testing ground for technologies and the efficient use of
ontological modeling. The creation of several dozen
basic reference ontologies and their verification make
it possible to use these ontologies as a source of knowl-
edge for the integration and construction of more
complex domain models aimed at solving specific
problems of biomedicine. As an example we can men-
tion the knowledge base KaBOB (Livingston et al.,
2015), which integrates knowledge from 14 heteroge-
neous sources—databases of genes and their homo-
logs, proteins, drugs, genetic associations, regulatory
sequences, protein-protein interactions, etc. The inte-
gration of data and the search for information in this
knowledge base are based on the ontology that com-
bines the following knowledge sources:

1. Basic Formal Ontology (BFO) (http://purl.
obolibrary.org/obo/bfo.owl);

2. BRENDA Tissue/Enzyme Source (BTO)
(http://purl.obolibrary.org/obo/bto.owl);

3. ChEBI (http://purl.obolibrary.org/obo/chebi.
owl);

4. Cell Type Ontology (CL) (http://purl.obolibrary.
org/obo/cl.owl);

5. Gene Ontology (GO) (http://purl.obolibrary.org/
obo/go.owl);

6. Information Artifact Ontology (IAO)
(http://purl.obolibrary.org/obo/iao.owl);

7. Protein-Protein Interaction Ontology (MI)
(http://purl.obolibrary.org/obo/mi.owl);
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8. Mammalian Phenotype Ontology (MP)
(http://purl.obolibrary.org/obo/mp.owl);

9. NCBI Taxonomy (http://purl.obolibrary.org/
obo/ncbitaxon.owl);

10. Ontology for Biomedical Investigation (OBI)
(http://purl.obolibrary.org/obo/obi.owl);

11. Protein Modification (MOD) (http://purl.oboli-
brary.org/obo/mod.owl);

12. Protein Ontology (PR) (http://purl.obolibrary.
org/obo/pr.owl);

13. Relation Ontology (RO) (http://purl.obolibrary.
org/obo/ro.owl);

14. Sequence Ontology (SO) (http://purl.obolibrary.
org/obo/so.owl).

The knowledge was represented with the OWL lan-
guage. The description of the ontology KaBOB con-
tains more than 13 million RDF-triples. The
SPARQL 1.1 is used as the query language. Two ver-
sions of the KaBOB knowledge base are implemented:
(i) only for humans and (i) for humans and a number
of model organisms. As a result, the system makes it
possible to perform queries on the set of heteroge-
neous data, comparing the knowledge at different lev-
els of the description of biological systems. “What
human genes or gene products localized in mitochon-
dria are involved in oxidative phosphorylation and are
targets of drugs? What kind of drugs?” is an example of
a query. The KaBOB system architecture and applied
information technologies make it possible to expand
the used ontologies and databases and in the future to
solve complex bioinformatics tasks.

Thus, further formalization and accumulation of
ontological knowledge, as well as the use of formal
methods of their analysis can take the entire cycle of
research in the field of systems biology to a new tech-
nological level.
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