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Abstract—In this paper, we study Korovkin-type approximation for double sequences of positive
linear operators defined on the space of all real valued B−continuous functions via the notion of
statistical convergence in the sense of power series methods instead of Pringsheim convergence.
We present an interesting application that satisfies our new approximation theorem which wasn’t
satisfied the one studied before. In addition, we derive the rate of convergence of the proposed
approximation theorem. Finally, we give a conclusion for periodic functions.
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1. INTRODUCTION AND PRELIMINARIES

The subject of Korovkin-type theory was initiated by Korovkin in 1960 in his pioneering paper [24],
and it has been widely studied later on. It is worthwhile to point out that the Korovkin-type theory is
about approximation to continuous functions by means of positive linear operators (also, see [1, 24]).
Many researchers have studied Korovkin-type theory (see, for example [15, 18, 28, 29]). Moreover, the
theory has been given various motivations such as relaxing the continuity of the functions, relaxing the
notion of convergence. Aiming the improvement of the classical Korovkin theory, Badea et al. used the
space of Bögel-type continuous (simply, B-continuous) functions in place of the ordinary continuity
[3, 4, 6]. Moreover, from a different perspective, Gadjiev and Orhan [23] have used the notion of
statistical convergence in order to prove the Korovkin-type approximation theorem. Afterwards, the
studies including this convergence and its variants have been studied by authors (see [14, 16, 17, 21, 26,
30, 35]).

First, let us recall the notion of Pringsheim convergence.
As usual, N denote the set of all-natural numbers. It is said that a double sequence x = {xm,n} is

Pringsheim convergent if, for every ε > 0, there exists M = M(ε) ∈ N such that |xm,n − L| < ε when-
ever m,n > M. Here, L is called the Pringsheim limit of x and this is denoted by P − limm,n xm,n = L

(see [27]). If there exists a positive number N such that |xm,n| ≤ N for all (m,n) ∈ N
2 = N× N, then

a double sequence is called bounded. Notice that, unlike a convergent single sequence, a convergent
double sequence need not to be bounded.

Steinhaus [32] and Fast [22] gave the notion of statistical convergence of sequences of real numbers,
independently. There are many variants of statistical convergence in the literature. Recently, Unver and
Orhan introduced statistical convergence with respect to power series methods in [33]. More recently,
Yıldız, Demirci and Dirik [34] extended this notion of convergence to double sequences. Before these
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notions of the statistical type of convergence, let us first remind the notions of natural density and
statistical convergence.

Let K be a subset of N0. The natural density of K, denoted by δ (K), is given by

δ (K) := lim
n

1

n+ 1
# {k ≤ n : k ∈ K} ,

whenever the limit exists, where # {·} denotes the cardinality of a set. It is said that a sequence x = {xn}
is statistically convergent provided that for every ε > 0 it holds

δ ({n ∈ N0 : |xn − L| ≥ ε}) = 0.

This is denoted by st− limn xn = L. It is evident from the definition that every convergent sequence (in
the usual sense) is statistically convergent to the same limit, while a statistically convergent sequence
need not to be convergent.

Let us turn our attention to the notion of statistical convergence for double sequences.
If E ⊂ N

2
0 = N0 × N0, then Ej,k := {(m,n) ∈ E : m ≤ j, n ≤ k} . The double natural density of E,

denoted by δ2(E), is given by

δ2(E) := P − lim
j,k

1

(j + 1) (k + 1)
#Ej,k,

whenever the limit exists ([25]). Let x = {xm,n} be a number sequence. It is statistically convergent to
L if for every ε > 0, the set

E := Ej,k(ε) := {m ≤ j, n ≤ k : |xm,n − L| ≥ ε}
has zero natural density, in which case we write st2 − limm,n xm,n = L ([25]).

It follows from the definition that a Pringsheim convergent double sequence is statistically convergent
to the same value while a statistically convergent double sequence need not to be Pringsheim conver-
gent. Notice that, a statistically convergent double sequence need not to be bounded.

Now we recall the statistical convergence with respect to power series methods. First, let us turn our
attention to the power series method.

In what follows {pm,n} will be a given non-negative real double sequence such that p00 > 0 and the
corresponding power series

p (t, s) :=
∞∑

m,n=0

pm,nt
msn

has a radius of convergence R with R ∈ (0,∞] and t, s ∈ (0, R) . If for all t, s ∈ (0, R) , the limit

lim
t,s→R−

1

p (t, s)

∞∑

m,n=0

pm,nt
msnxm,n = L

exists, then it is said that x is convergent in the sense of power series method, and this is denoted by
P 2
p − limxm,n = L ([7]). It is worth to point out that the method is regular if and only if

lim
t,s→R−

∞∑
m=0

pm,νt
m

p (t, s)
= 0 and lim

t,s→R−

∞∑
n=0

pμ,ns
n

p (t, s)
= 0, for any μ, υ, (1)

hold (see, e.g. [7]).
Remark 1. Let us notice first that in case of R = 1, the power series method coincides with

Abel summability method and logarithmic summability method when pmn = 1 and pmn = 1
(m+1)(n+1) ,

respectively. In the case of R = ∞, the power series method coincides with Borel summability method
when pmn = 1

m!n! .

In this article, the power series method is always assumed to be regular.
Before giving the next definition, it is worthwhile to point out that, Ünver and Orhan [33] have recently

introduced Pp-density of E ⊂ N0 and the definition of Pp-statistical convergence for single sequences.
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Hence, they have showed that statistical convergence and statistical convergence in the sense of power
series methods are incompatible. In view of their work, Yıldız, Demirci and Dirik [34] have more recently
introduced the definitions ofP 2

p -density ofF ⊂ N
2
0 = N0 ×N0 and P 2

p -statistical convergence for double
sequences:

Definition 1 [34]. Let F ⊂ N
2
0. If the limit

δ2Pp
(F ) := lim

t,s→R−

1

p (t, s)

∑

(m,n)∈F
pm,nt

msn

exists, then δ2Pp
(F ) is called the P 2

p -density of F. Notice that, it is not difficult to see from the definition

of a power series method and P 2
p -density that 0 ≤ δ2Pp

(F ) ≤ 1 if it exists.

Definition 2 [34]. Let x = {xm,n} be a double sequence. Then, x is said to be statistically
convergent to L in the sense of power series method (P 2

p -statistically convergent) if for any ε > 0

lim
t,s→R−

1

p (t, s)

∑

(m,n)∈Fε

pm,nt
msn = 0,

where Fε =
{
(m,n) ∈ N

2
0 : |xm,n − L| ≥ ε

}
, that is δ2Pp

(Fε) = 0 for any ε > 0. This is denoted by

st2Pp
-limxm,n = L.

Example 1. Let {pm,n} be defined as follows

pm,n =

{
1, m = 2k + 1 and n = 2l + 1,

0, m = 2k or n = 2l,
k, l = 1, 2, ...,

and take the sequence {sm,n} defined by

sm,n =

{
1, m = 2k + 1 and n = 2l + 1,

mn, m = 2k or n = 2l,
k, l = 1, 2, .... (2)

We calculate that, since for any ε > 0,

lim
t,s→R−

1

p (t, s)

∑

{(m,n):|sm,n−1|≥ε}
pm,nt

msn = 0,

{sm,n} is P-statistically convergent to 1. However, the sequence {sm,n} is not statistically convergent
to 1.

We now pause to collect some basic notions and notations including B-continuity.
Bögel [10–12] first introduced the definition of B-continuity as follows.
Let X1 and X2 be compact subsets of the real numbers, and let D = X1 ×X2. Then, a function

g : D → R is called a B-continuous at a point (x, y) ∈ D provided that for every ε > 0, there exists
a positive number δ = δ(ε) such that |Δx,y [g (u, v)]| < ε, for any (u, v) ∈ D with |u− x| < δ and
|v − y| < δ. The symbol Δx,y [g (u, v)] stands for the mixed difference of g defined by

Δx,y [g (u, v)] = g(u, v) − g(u, y) − g(x, v) + g(x, y).

As usual, the symbol Cb(D) stands for the space of all B−continuous functions on D and also, C(D)
(or B(D)) denote the space of all continuous (in the usual sense) functions (or the space of all bounded
function on D). The supremum norm on the spaces B(D) is also given by

||g|| := sup
(x,y)∈D

|g (x, y)| for g ∈ B(D).

Then, it can be easily seen that C(D) ⊂ Cb(D). Moreover, one concludes that for any unbounded B-
continuous function of type g(u, v) = g1(u) + g2(v), we have Δx,y [g (u, v)] = 0 for all (x, y), (u, v) ∈ D.

We remind that the following lemma for B-continuous functions was first proved by Badea et al. [4].
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Lemma 1 ([4]). If g ∈ Cb(D), then, for every ε > 0, there are positive numbers A1(ε) = A1(ε, g)
and A2(ε) = A2(ε, g) such that the inequality

Δx,y [g (u, v)] ≤
ε

3
+A1(ε)(u− x)2 +A2(ε)(v − y)2

holds for all (x, y), (u, v) ∈ D.

The paper is organized as follows. In the next section, we study on Korovkin-type approximation for
double sequences of positive linear operators defined on the space of all real-valued B-continuous func-
tions via the notion of statistical convergence in the sense of power series methods instead of Pringsheim
convergence. Then, we present an interesting application that satisfies our new approximation theorem
which wasn’t satisfied the one studied before. In Section 3, we compute the rate of convergence of our
proposed approximation theorem. Finally, we give a conclusion for periodic functions in Section 4.

2. A KOROVKIN-TYPE APPROXIMATION THEOREM

Let T be a linear operator from Cb (D) into B (D) . As usual, we say that T is a positive linear operator
if g ≥ 0 implies T (g) ≥ 0. The value of T (g) at a point (x, y) ∈ D denoted by T (g(u, v);x, y) or, briefly,
T (g;x, y).

Here and throughout the paper, for fixed (x, y) ∈ D and g ∈ Cb(D), the function Gx,y defined as
follows:

Gx,y(u, v) = g(u, y) + g(x, v) − g(u, v) for (u, v) ∈ D. (3)

It is easy to verify that the B−continuity of g implies the B-continuity of Gx,y for every fixed (x, y) ∈ D,
since it holds

Δx,y [Gx,y(u, v)] = −Δx,y [g(u, v)]

for all (x, y), (u, v) ∈ D. The following test functions are also used throughout the paper

e0(x, y) = 1, e1(x, y) = x, e2(x, y) = y and e3(x, y) = x2 + y2.

Badea et al. [4] gave the following Korovkin-type approximation theorem via B-continuity.
Theorem 1 [4]. Let {Tm,n} be a sequence of positive linear operators acting from Cb (D) into

B (D) . Assume that the following conditions hold:

(i) Tm,n(e0;x, y) = 1 for all (x, y) ∈ D and (m,n) ∈ N
2,

(ii) Tm,n(e1;x, y) = e1(x, y) + um,n(x, y),

(iii) Tm,n(e2;x, y) = e2(x, y) + vm,n(x, y),

(iv) Tm,n(e3;x, y) = e3(x, y) + wm,n(x, y),

where {um,n(x, y)}, {vm,n(x, y)} and {wm,n(x, y)} converge to zero uniformly on D as m,n → ∞
(in any manner). Then, the sequence{Tm,n (Gx,y;x, y)} converges uniformly to g(x, y) with respect
to (x, y) ∈ D, where Gx,y is given by (3).

It is worth noting that if the condition (i) is replaced by

(i′) Tm,n(e0;x, y) = 1 + αm,n(x, y)

where {αm,n(x, y)} converge to zero uniformly on D as m,n → ∞ (in any manner), then the simple, but
not uniform, convergence of the sequence {Tm,n (Gx,y)} to g for any g ∈ Cb(D), is obtained.

Now we can give the following main result of the present paper.
Theorem 2. Let {Tm,n} be a sequence of positive linear operators acting from Cb (D) into

B (D) . Assume that the following conditions hold:

δ2Pp
({(m,n) : Tm,n(e0;x, y) = e0 (x, y) for all (x, y) ∈ D}) = 1 (4)

and

st2Pp
− lim ||Tm,n (ei)− ei|| = 0 for i = 1, 2, 3. (5)
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Then, for all g ∈ Cb(D), we have

st2Pp
− lim ||Tm,n (Gx,y)− g|| = 0, (6)

where Gx,y is given by (3).
Proof. Let (x, y) ∈ D and g ∈ Cb (D) be fixed. Putting

S := {(m,n) : Tm,n(e0;x, y) = e0 (x, y) for all (x, y) ∈ D} , (7)

thanks to (4), we get that

δ2Pp
(S) = 1 and δ2Pp

(
N
2
0\S

)
= 0. (8)

Using the B-continuity of the function Gx,y given by (3), Lemma 1 implies that, for every ε > 0, there
exist two positive numbers A1(ε) and A2(ε) such that

|Δx,y [Gx,y(u, v)]| ≤
ε

3
+A1(ε)(u − x)2 +A2(ε)(v − y)2 (9)

holds for every (u, v) ∈ D. Also, thanks to (4), we can easily see that

Tm,n (Gx,y;x, y)− g(x, y) = Tm,n (Δx,y [Gx,y(u, v)] ;x, y) (10)

holds for all (m,n) ∈ S. Since, Tm,n is linear and positive, for all (m,n) ∈ S, it follows from (9) and (10)
that

|Tm,n (Gx,y;x, y)− g(x, y)| = |Tm,n (Δx,y [Gx,y(u, v)] ;x, y)| ≤ Tm,n (|Δx,y [Gx,y(u, v)]| ;x, y)

≤ ε

3
+A1(ε)Tm,n

(
(u− x)2;x, y

)
+A2(ε)Tm,n

(
(v − y)2;x, y

)

≤ ε

3
+A(ε){x2 + y2 + Tm,n(e3;x, y)− 2xTm,n(e1;x, y)− 2yTm,n(e2;x, y)},

where A(ε) = max{A1(ε), A2(ε)} and hence,

|Tm,n (Gx,y;x, y)− g(x, y)| ≤ ε

3
+A(ε)

3∑

i=1

|Tm,n (ei;x, y)− ei(x, y)| (11)

holds for all (m,n) ∈ S. Now, taking the supremum over (x, y) ∈ D on the both-sides of inequality (11),
we have for all (m,n) ∈ S

||Tm,n (Gx,y)− g|| ≤ ε

3
+A(ε)

3∑

i=1

||Tm,n (ei)− ei|| . (12)

For a given ε′ > 0, choose ε > 0 such that ε < 3ε′ and define

K :=
{
(m,n) : ||Tm,n (Gx,y)− g|| ≥ ε′

}
,

Ki :=

{
(m,n) : ||Tm,n (ei)− ei|| ≥

3ε′ − ε

9A(ε)

}
, i = 1, 2, 3.

Thanks to (11), we getK ∩ S ⊆
⋃3

i=1(Ki ∩ S), since

δ2Pp
(K ∩ S) ≤

3∑

i=1

δ2Pp
(Ki ∩ S) ≤

3∑

i=1

δ2Pp
(Ki) ,

and, from hypotheses (5), we get δ2Pp
(Ki) = 0, i = 1, 2, 3, yielding

δ2Pp
(K ∩ S) = 0. (13)

Moreover,

δ2Pp

({
(m,n) : ||Tm,n (Gx,y)− g|| ≥ ε′

})
= δ2Pp

({
(m,n) : ||Tm,n (Gx,y)− g|| ≥ ε′

}
∩ S

)

+ δ2Pp

({
(m,n) : ||Tm,n (Gx,y)− g|| ≥ ε′

}
∩

(
N
2
0\S

))
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≤ δ2Pp

({
(m,n) : ||Tm,n (Gx,y)− g|| ≥ ε′

}
∩ S

)
+ δ2Pp

(
N
2
0\S

)
.

Thanks to (8) and (13), we can easily see that

δ2Pp

({
(m,n) : ||Tm,n (Gx,y)− g|| ≥ ε′

})
= 0,

which means

st2Pp
− lim ||Tm,n (Gx,y)− g|| = 0.

�

It is known that, for some g ∈ Cb(D), the function g may be unbounded on the compact set D.
However, thanks to the conditions (4), (9) and (10), we can say that the number

sup
(x,y)∈D

|Tm,n (Gx,y;x, y)− g(x, y)|

in Theorem 2 is finite for each (m,n) ∈ S, where S is given by (7).

Now, we give an interesting example showing that our result in Theorem 2 is stronger than its
classical version Theorem 1. We also see that the statistical Korovkin-type theorem given in [20] does
not work for our new defined operators.

Example 2. Consider the following the Bernstein–Stancu-type operators [1]

Sm,n,α,β,γ,δ(g;x, y) =

m∑

s=0

n∑

t=0

Gx,y

(
α+ s

β +m
,
γ + t

δ + n

)(
m

s

)(
n

t

)
xsyt(1− x)m−s(1− y)n−t, (14)

where Gx,y is given by (3), and (x, y) ∈ D = [0, 1] × [0, 1], α, β, γ, δ are fixed real numbers; g ∈ Cb(D).
Then, thanks to Theorem 1, it is known that for any g ∈ Cb(D)

P − lim
m,n

||Sm,n,α,β,γ,δ (g)− g|| = 0. (15)

Now, we define the following positive linear operators on Cb(D) as follows:

Tm,n(g;x, y) = sm,nSm,n,α,β,γ,δ(g;x, y), (16)

where {sm,n} given by (2). Observe that the sequence of positive linear operators {Tm,n} defined in (16),
satisfies all the hypotheses of Theorem 2. So, by (15) and (2), we have

st2Pp
− lim ||Tm,n (g)− g|| = 0.

Since {sm,n} is not P-convergent, the sequence {Tm,n(g;x, y)} given by (16) does not converge
uniformly to the function g ∈ Cb(D). Thus, we get that Theorem 1 does not work for our new operators
in (16). However, our Theorem 2 still works. Since {sm,n} is not statistically convergent, the sequence
{Tm,n(g;x, y)} given by (16) is not statistically uniformly convergent. Hence, the statistical Korovkin-
type theorem given by Dirik, Duman and Demirci [20] does not work.

3. RATES OF P 2
p -STATISTICAL CONVERGENCE

In the present section, we calculate the rates of P 2
p -statistical convergence of a double sequence of

positive linear operators by means of the modulus of continuity. Now, we begin with following definitions.

Definition 3. Let {αm,n} be a positive non-increasing double sequence. A double sequence
x = {xm,n} is P 2

p -statistically convergent to a number L with the rate of o(αm,n) provided that
for every ε > 0,

lim
t,s→R−

1

p (t, s)

∑

(m,n)∈M(ε)

pm,nt
msn = 0,

where M(ε) := {(m,n) : |xm,n − L| ≥ ε αm,n} , and denoted by xm,n − L = st2Pp
− o(αm,n).
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Definition 4. Let {αm,n} be the same as in Definition 3. A double sequence x = {xm,n} is P 2
p -

statistically bounded with the rate of O(αm,n) provided that for every ε > 0,

lim
t,s→R−

1

p (t, s)

∑

(m,n)∈N(ε)

pm,nt
msn = 0,

where N(ε) := {(m,n) : |xm,n| ≥ ε αm,n} , and denoted by xm,n = st2Pp
−O(αm,n).

Thanks to these definitions, it is possible to get the following auxiliary result.
Lemma 2. Let {xm,n} and {ym,n} be double sequences. Assume that {αm,n} and {βm,n} be

positive non-increasing sequences. If xm,n − L1 = st2Pp
− o(αm,n) and ym,n − L2 = st2Pp

− o(βm,n),

then we have

(i) (xm,n −L1)∓ (ym,n−L2) = st2Pp
− o(γm,n), where γm,n := max {αm,n, βm,n} for each (m,n) ∈

N
2
0,

(ii) λ(xm,n − L1) = st2Pp
− o(αm,n) for any real number λ.

It is worth noting that, if we replace the symbol “o” with “O”, then we get similar result.
Now we remind the concept of mixed modulus of smoothness. Let g ∈ Cb (D) . The mixed modulus

of smoothness of g, denoted by ωmixed (g; δ1, δ2), is given by

ωmixed (g; δ1, δ2) = sup {|Δx,y [g (u, v)]| : |u− x| ≤ δ1, |v − y| ≤ δ2}
for δ1, δ2 > 0. In order to get our main result of this section, we will use the following inequality

ωmixed (g;λ1δ1, λ2δ2) ≤ (1 + λ1) (1 + λ2)ωmixed (g; δ1, δ2)

for λ1, λ2 > 0. Several authors used the modulus ωmixed in the framework of “Boolean sum type”
approximation (see, for example, [13]). Elementary properties of ωmixed can be found in [31] (see also
[2]), and in particular for the case of B-continuous functions in [3].

We can now give the main result of this section, which gives the rate of P 2
p -statistical convergence.

Theorem 3. Let {Tm,n} be a sequence of positive linear operators from Cb (D) into B (D) , and
let {αm,n} be a positive non-increasing sequence. Assume that the following condition holds:

lim
t,s→R−

1

p (t, s)

∑

(m,n)∈S
pm,nt

msn = 1, (17)

where S = {(m,n) : Tm,n(e0;x, y) = e0 (x, y) forall(x, y) ∈ D} ; and

ωmixed (g; γm,n, δm,n) = st2Pp
− o(αm,n), (18)

where γm,n :=
√

||Tm,n(ϕ)|| and δm,n :=
√

||Tm,n(Ψ)|| with ϕ(u, v) = (u− x)2 , Ψ(u, v) = (v − y)2 .
Then we get, for all g ∈ Cb (D) ,

||Tm,n(Gx,y)− g|| = st2Pp
− o(αm,n),

where Gx,y is given by (3). We note that if we replace the symbol “o” with “O”, then we get similar
results.

Proof. Let (x, y) ∈ D and g ∈ Cb (D) be fixed. Thanks to (17) that

lim
t,s→R−

1

p (t, s)

∑

(m,n)∈N2
0\S

pm,nt
msn = 0. (19)

Also, because of

Δx,y [Gx,y(u, v)] = −Δx,y [g(u, v)] ,
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we observe that

Tm,n (Gx,y;x, y)− g(x, y) = Tm,n (Δx,y [Gx,y(u, v)] ;x, y)

holds for all (m,n) ∈ S. Then, using the properties of ωmixed, we obtain

|Δx,y [Gx,y(u, v)]| ≤ ωmixed (g; |u− x| , |v − y|)

≤
(
1 +

1

δ1
|u− x|

)(
1 +

1

δ2
|v − y|

)
ωmixed (g; δ1, δ2) . (20)

Hence, from the monotonicity and the linearity of the operators Tm,n for all (m,n) ∈ S, thanks to (20)
that

|Tm,n(Gx,y;x, y)− g (x, y)| = |Tm,n (Δx,y [Gx,y(u, v)] ;x, y)| ≤ Tm,n (|Δx,y [Gx,y(u, v)]| ;x, y)

≤ Tm,n

((
1 +

1

δ1
|u− x|

)(
1 +

1

δ2
|v − y|

)
;x, y

)
ωmixed (g; δ1, δ2)

=

{
1 +

1

δ1
Tm,n (|u− x| ;x, y) + 1

δ2
Tm,n (|v − y| ;x, y)

+
1

δ1δ2
Tm,n (|u− x| . |v − y| ;x, y)

}
ωmixed (g; δ1, δ2) .

Then, using the Cauchy–Schwarz inequality, we get that

|Tm,n(Gx,y;x, y)− g (x, y)| ≤
{
1 +

1

δ1

√
Tm,n (ϕ;x, y) +

1

δ2

√
Tm,n (Ψ;x, y)

+
1

δ1δ2

√
Tm,n (ϕ;x, y)

√
Tm,n (Ψ;x, y)

}
ωmixed (g; δ1, δ2) (21)

for all (m,n) ∈ S , and taking the supremum over (x, y) ∈ D on the inequality (21), we obtain for all
(m,n) ∈ S that

||Tm,n(Gx,y)− g|| ≤ 4ωmixed (g; γm,n, δm,n) , (22)

where δ1 := γm,n :=
√
||Tm,n(ϕ)|| and δ2 := δm,n :=

√
||Tm,n(Ψ)||. For a given ε > 0, let us set the

followings:

U := {(m,n) : ||Tm,n(Gx,y)− g|| ≥ ε} ,

U1 :=
{
(m,n) : ωmixed(g; γm,n, δm,n) ≥

ε

4

}
.

Hence, thanks to (22) thatU ∩ S ⊆ U1 ∩ S. We can easily see that

1

p (t, s)

∑

(m,n)∈U∩S
pm,nt

msn ≤ 1

p (t, s)

∑

(m,n)∈U1∩S
pm,nt

msn ≤ 1

p (t, s)

∑

(m,n)∈U1

pm,nt
msn.

Letting t, s → R− and in view of (18), we conclude that

lim
t,s→R−

1

p (t, s)

∑

(m,n)∈U∩S
pm,nt

msn = 0. (23)

Furthermore, if we use the inequality
∑

(m,n)∈U
pm,nt

msn =
∑

(m,n)∈U∩S
pm,nt

msn +
∑

(m,n)∈U∩(N2
0\S)

pm,nt
msn

≤
∑

(m,n)∈U∩S
pm,nt

msn +
∑

(m,n)∈N2
0\S

pm,nt
msn,
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we get that
1

p (t, s)

∑

(m,n)∈U
pm,nt

msn ≤ 1

p (t, s)

∑

(m,n)∈U∩S
pm,nt

msn +
1

p (t, s)

∑

(m,n)∈N2
0\S

pm,nt
msn. (24)

Letting t, s → R− in (24), and by (23) and (19), we conclude that

lim
t,s→R−

1

p (t, s)

∑

(m,n)∈U
pm,nt

msn = 0,

which gives the desired result. �

4. CONCLUSION

The paper contains Korovkin-type approximation theorem and the rate of convergence for all real-
valued B−continuous functions via the notion of statistical convergence in the sense of power series
methods. It is worth noting that by considering these results, similar proofs can be obtained for a
sequence {Tm,n} of positive linear operators mapping B2π into B

(
R
2
)
, where B2π stands for the space

of all real-valued B-continuous and B − 2π-periodic functions on R
2 (see also [5, 19]).
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14. S. Çınar and S. Yıldız, “P−statistical summation process of sequences of convolution operators,” Indian
J. Pure Appl. Math. (2021, in press). https://doi.org/10.1007/s13226-021-00156-y

15. K. Demirci, A. Boccuto, S. Yıldız, and F. Dirik, “Relative uniform convergence of a sequence of functions at
a point and Korovkin-type approximation theorems,” Positivity 24, 1–11 (2020).

16. K. Demirci and F. Dirik, “Four-dimensional matrix transformation and rate of A−statistical convergence of
periodic functions,” Math. Comput. Model. 52, 1858–1866 (2010).

17. K. Demirci, F. Dirik, and S. Yıldız, “Approximation via equi-statistical convergence in the sense of power
series method,” Rev. R. Acad. Cienc. Exactas Fis. Nat., Ser. A: Mat. RACSAM 116 (2), 1–13 (2022).

18. K. Demirci, S. Yıldız, and F. Dirik, ”Approximation via power series method in two-dimensional weighted
spaces,” Bull. Malays. Math. Sci. Soc. 43, 3871–3883 (2020).

19. F. Dirik, O. Duman, and K. Demirci, “Statistical approximation to Bögel-type continuous and periodic
functions,” Centr. Eur. J. Math. 7, 539–549 (2009).

LOBACHEVSKII JOURNAL OF MATHEMATICS Vol. 43 No. 9 2022



2432 DEMIRCI et al.

20. F. Dirik, O. Duman, and K. Demirci, “Approximation in statistical sense to B−continuous functions by
positive linear operators,” Studia Sci. Math. Hung. 47, 289–298 (2010).

21. O. Duman, M. K. Khan, and C. Orhan, “A−statistical convergence of approximating operators,” Math.
Inequal. Appl. 6, 689–700 (2003).

22. H. Fast, “Sur la convergence statistique,” Colloq. Math. 2, 241–244 (1951).
23. A. D. Gadjiev and C. Orhan, “Some approximation theorems via statistical convergence,” Rocky Mountain

J. Math. 32, 129–138 (2002).
24. P. P. Korovkin, Linear Operators and Approximation Theory (Hindustan Publ., Delhi, 1960).
25. F. Moricz, “Statistical convergence of multiple sequences,” Arch. Math. (Basel) 81, 82–89 (2004).
26. S. Orhan and K. Demirci, “Statistical approximation by double sequences of positive linear operators on

modular spaces,” Positivity 19, 23–36 (2015).
27. A. Pringsheim, “Zur theorie der zweifach unendlichen zahlenfolgen,” Math. Ann. 53, 289–321 (1900).
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35. T. Yurdakadim, E. Taş, and Ö. G. Atlihan, “Statistical approximation properties of convolution operators for
multivariables,” AIP Conf. Proc. 1558, 1156–1159 (2013).

LOBACHEVSKII JOURNAL OF MATHEMATICS Vol. 43 No. 9 2022


		2022-12-16T11:54:09+0300
	Preflight Ticket Signature




