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1. INTRODUCTION

There is evidence to suggest that the approach towards information systems as applications focused
on databases with rigid structures is rapidly changing under the weigh of information technology
development. The information revolution led to new requirements for their functionality. On the one
hand, there is a need for compliant data models when representing and interacting different systems.
While on the other hand, there is a need for software flexibility in terms of supporting, applying and
using data models that can change and adapt during their life cycle.

A modern information system should collaborate with various data sources. When describing the
content of such sources and integrating with them, metadata plays the key role. Metadata based
services supported by an information system could and should entail both data navigation mechanisms,
a mechanism for querying and retrieving data, and the ability to annotate, profile, and personalize data.

Technologies that provide the related infrastructure for the development of modern information
systems cannot be considered within the framework of only one scientific direction of information
technology. Data modeling methods proposed within the Semantic Web paradigm are considered.

The problem of data semantics is to match the domain objects and the different sources that provide
data for this subject domain. While the data sources were used separately in a closed environment, the
problem of data semantics was not so relevant. The message is that when in a closed environment,
the data content is interpreted by a limited number of users and applications based on a given data
structure. The advent of the Internet as an open environment where both users and software agents
constantly change the way the data is consumed became the crucial point in the development of both
model-based technology and data integration. The Semantic Web paradigm that came later offers a
variety of technologies to solve this problem, such as RDF, RDFS, and OWL. The key technology
is ontologies (OWL). Their mission is to make data available for machine processing and remain its
meaningful, allowing computers to perform data processing by programs of artificial intelligence.

There emerge new problems and challenges in knowledge representation within the information
environment for various fields of science using modern approaches. There is a need to ensure the
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consumption of scientific information at a new level. Thus we first need to turn to a semantically
significant way of scientific knowledge representation. The knowledge is extracted from information
featured in a digital environment. It is clear that each scientific field has its own specifics. Current
circumstances are characterized by multidisciplinary research and mutual scientific areas linkages. We
need to develop universal approaches for the storage and presentation of scientific knowledge to achieve
the ultimate goal. One of the research areas is reflected in the works [1—5].

2. PROBLEM STATEMENT

The information system of new generation is to both address various source types of the scientific
subject domain and support its terminology. The main tasks of that system are to provide the possible
integrating data from sources that support the semantic description of the data model, and to develop
an ontological content representation of the subject domain, which would allow describing any types of
resources from integrated sources. A prototype of such a system (hereinafter referred to as a “semantic
library”) was created by a group of authors [6—10]. Based on this approach, the experts created the
semantic library “The Encyclopedia of Mathematics”. The library combined several different sources
and established links between them.

Thesauri and ontologies have been developed for the “Mathematics” subject domain [11, 12, 14,
21, 27, 28]. They accumulate data from different areas of mathematics. But despite the value of those
decisions, a common approach to data modeling in this subject domain has yet to be developed.

A new common approach based on ontologies will make it faster and easier to integrate different data
sources, allow for a more conscious search, link data from different sources, and enrich and complement
existing information. The search in such an environment becomes more personalized, adapting to the
user’s profile. In this paper we consider an ontology-based approach to domain modeling [10].

3. SOURCES FOR MATHEMATICS

The data sources that were used in the work when forming the semantic library for the “Mathematics”
subject domain are the “The Encyclopedia of Mathematics” [14], the ODE thesaurus[12, 28], the special
function dictionary, the equations of mixed type dictionary [19, 27]industry classifiers [15], mathematical
articles in the tex, Dbpedia [16], Mathnet [17] formats, the English version of “The Encyclopedia of
Mathematics” [18]. We will describe some features of these data sources.

1. The Encyclopedia of Mathematics is a five-volume Soviet encyclopedic publication devoted to
mathematical topics. It is a fundamental illustrated publication on all major branches of math-
ematics, consisting of more than 6 thousand articles. The book was published in 1977—1985.
Later, the Encyclopedia of Mathematics was digitized. The digitized articles are unstructured
texts and formulae in the form of pictures that do not contain any links to related articles of the
encyclopedia or other sources, and do not have references to the mathematics section. These
disadvantages make it insufficiently suited for the Internet users to have it within the framework
of an digital library [ 14].

2. The ODE Thesaurus—is a type of thesaurus which contains a lexical and semantic index, a
list of terms, and literature. What counts most is that it contains both the concepts and terms

themselves, and links to publications that introduce/define these concepts, their mathematical
notation [12, 28].

3. The special function dictionary and the equations of mixed type dictionary both were compiled
by experts in mathematical physics. It is a collection of basic formulas with guidelines and
explanations [19, 27].

4. Industry classifiers (MSC and UDC) are hierarchical structures with horizontal binding, they are
recognized in the professional community and provide a more detailed analysis of the document
content. They also relate semantic concepts of content with a certain direction of a knowledge
field [15].
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5. Mathematical articles are texts in fex format from various journals

6. Dbpedia provides access to structured information from Wikipedia. One of the most well-known
examples of fulfilled concept with linked data within the Semantic Web [16].

7. MathNet is a Russian mathematical portal that provides various opportunities to search for
information about mathematical life in Russia[17].

8. English version of “The Encyclopedia of Mathematics” — In 1987, The Encyclopedia of Math-
ematics was translated into English and supplemented with about two thousand new articles.
To date, the electronic version of the English Encyclopedia of Mathematics is supported by
the international publishing house Springer (Luxembourg) and is available online [18]. The
Encyclopedia of Mathematics features the articles with formulas in the TEX format, suitable for
machine processing, it also provides links to related articles in the encyclopedia. Each article is
associated with the MSC index [15], which is used to classify sections of mathematics. Together,
this metadata opens up a wide range of opportunities for users to search for articles based on their
interest and study related topics.

4. DATA PREPROCESSING AND PREPARATION FOR LOADING

One of the unavoidable steps in preparing data for loading its text formats into an already prepared
data infrastructure is preprocessing and cleaning up this data. In this case, the data was provided in files
in tex format for two sources: articles in tex format, and the ODE thesaurus.

Since the files were designed in different styles and the commands were given different names, it
was necessary to replace all the author’s tags with standard ones and to clear the documents of special
characters and unknown tags. Yet we failed to completely avoid manual data processing, but at least it
was possible to minimize it.

4.1. Article Preprocessing

The preprocessing block is written in the Python programming language together with the integra-
tion of the open-source library TexSoup (version 2015). It is divided into the following blocks: clearance
of a document, converting the article into a tree representation, processing all the tree nodes, writing the
corrected document. Figure 1 shows the main stages of text processing.

4.2. ODE Preprocessing

The thesaurus files contained both valuable information, many service and auxiliary symbols and
whole words. The text analysis via regular expressions was the most effective method to extract
informative data. Figure 2 below shows a fragment of a thesaurus file containing information about
indexes and concept names.

Pairs of concepts connected by associative or generic relations were extracted separately. The links
were extracted in several stages. First, we extracted all the informative strings, then came the related
concepts and types of links, then we separately processed the information about all the concepts that are
related to the main concept.

A similar process with regular expressions was used to extract formulas and notes from the corre-
sponding sections of the documents. The data was then described with ontology terms and prepared for
uploading. The final result is available on the library’s website. A fragment of the thesaurus prepared for
upload and described with general ontology terms of semantic library is shown in Figure 3. The structure
of this ontology will be discussed below.
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Fig. 1. The main stages of word processing.
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Fig. 2. Fragment of the thesaurus source file.

4.3. Preprocessing the Encyclopedia of Mathematics

At the preprocessing stage we included information about the articles belonging to the mathematics
section, placed cross-references between the articles and determined computer-readable formulas
related to the articles. This helps both build queries to the Encyclopedia of Mathematics, and further
integrate with other knowledge bases.

We used the data contained in the English version of the encyclopedia (The Encyclopedia of
Mathematics) to achieve this goal. Particularly, pointers to MSC sections and formulas in TEX
format from articles. We need to compare the Russian and English version of articles, featured in the
Encyclopedia of Mathematics to use them. The cross-references between the articles were carried out
via the methods of semantic annotation [22—25]. Thus, the task of pre-processing was to perform the
following steps:

1. Comparing Russian and English version of articles, featured in the Encyclopedia of Mathematics.
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Y<rdfiRDF xmlns:rdf="http://raas. w3 .org/1999/82/22-rdf-syntax-ns#” xmlns: lbm="http://]ibaets.ru/* xalns:core="http:
¥ ¢lbm:Concept rdf:about="http://libmeta.ru/thessurus/concept /DEGOOE" >
<lbm:thessurus rdf:resource="http://libmeta.ru/thesaurus /O0U*/>
<lbm: code>DEBOGES /1bm: code>
<core:url>http: //libmeta.ru/concept/shos/437¢/core:url>
<lbm:descriptor>afienn OAY stopore pona</lbm:descriptor>
<1bm: comment / »
¢lbm:conceptGroup rdf:resourcez*http://1ibmets.ru/thesaurus /group/msin™/>
Tlbm:properties>
v <lbm:property rdf:resource="http://libmeta.ru/thesaurusfattribute/ineludeFormula®>
<lbm:value rdf:resource="http://libmeta.ru/thesaurus/concept/DEGBOS_1"/>
</lbm:property>
¥ ¢lbm:property rdf:resource="http://libmeta.ru/thesaurus/attribute/maths®>
¥ <lbm:value>
<| [COATA[ <math xmlns=“http://www. wi.org/1996/Math/MathML® display="block*><mfenced close="]" open="[“>¢
<mepace width="8.167ea"/><mi>y</mi>cmo>+¢/mo>casubr<mi>ge/mi>cmn>8< /< /meubremfenced close=")" open="(
</msupr<mo>=</mo><mrub><mi>f¢/mi>can>2¢/an>< fmsub>cafenced close=")" open="(“><mi>x¢ /mi></mfenced><mspac
</msubr<mfenced close=")" open="{("><mirx¢/mi>¢/mfenced><mipace width="9.167en"/><mi>y</mi><mor+</mor<msL
</math> (1) rpoe <math xmlns="http:// e .wid. org/1998/Math/HathML™ ><meub><mi>g</mi><mn>1</mn>¢/msub><mo>, ¢
width="8.167em" /><msub><mi>f¢/mi>(miric/mir</msub>¢/math> <math xmlns="http://wew. w3 .org/1998/Hath/Hathe
<mn>8< /mn ¢ /mrowr {mrowd {mspace width="0._167em"/><mn>1¢/mn></mrows <mrows<mspace width="0.16Tea"/>cmn32¢fu
<fibm:value>
«/1bm:property>
v ¢lbm:property rdf:resource="http://libmeta.rufthesavrus/attribute/literature”>
<lbm:value rdf:resource="http://libmeta.rufresource/publications#odus2sa1z”/>
¢/lbm:property>
¥ ¢lbm:property rdf:resource="http://libmeta ru/thesauvrus/attribute/note”>
» <ibm:value>

«flbm:value>
</lbm:proparty>
</lbm:properties>
v¢lbm:familyRelation type="http:/flibmeta_rufrelation/family#association™s
clbm:value rdf:resources"http://libmeta.ru/thesasurus/concept /DEBGLE~/>
¢flbm:familyRelation>
velbm:familyRelation types="http://libmeta_ru/relation/family#association™>
<lbm:value rdf:resources"http://libmeta.ru/thesaurus/concept /DEGOOS™/>
<f1lbm:familyRelation»
</1bm:Concept>
</rdf:RDF>

Fig. 3. Fragment of the thesaurus prepared for loading in terms of the general ontology of the semantic library.

2. Providing articles featured in the Encyclopedia of Mathematics with annotations-links to other
articles of the encyclopedia.

3. Assigning the articles with the MSC indexes which is similar to the Encyclopedia of Mathemat-
ics.

4. Comparing the articles, featured in the encyclopedia of formulas in TEX format obtained from the
corresponding articles from the Encyclopedia of Mathematics.

5. Comparing lists with the content similar to articles.

6. The ability to upload data into a semantic library.

The structure of the concepts, featured in the Encyclopedia of Mathematics does not have a hierarchy as
such, yet due to the concept related MSC codes, we were able to distinguish thematically related terms
used in separate sections of mathematics. We identified the persons mentioned in the articles and put
down the connections between the concepts and persons. We separately indexed the formulas. We also
associated a set of corresponding formulas with each concept, if possible.

5. THE ONTOLOGICAL APPROACH

The set of sources may differ both in format and in the sets themselves for each subject domain.
The set of concepts that form the description of the library content should be so universal that it can
be adapted to the needs of a particular field. One of the main tasks solved within the library is the data
integration from various sources. That is why these integration tools can be adapted to the conditions of
any subject domain without reference to its specifics. This approach is the basis for the semantic library
LibMeta [6—10].

The concepts that make up the library’s ontology are conditionally divided into those intended for:

— domain content descriptions,
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— creating a thesaurus for any subject domain,

— thematic collections descriptions,

— describing the task of integrating semantic sources.

Semantically significant connections are defined between these groups of concepts. Let us consider
the basic definitions necessary to describe an ontology.

Definition 1. The content of a library C' = (IR, A, IO) is defined by the types of its data
sources, described by the associated sets of attributes A and a set of inputs defining 10
information objects, which are directly objects stored in the library.

Definition 2. The library thesaurus TH = (T, R) is defined by the terms T, the relationships R
between them. The set of terms T that make up the domain description is in unvarying sequence.

Definition 3. Semantic labels M = {m;} of an information object are terms that are not
included in the thesaurus but are necessary for specifying the subject of the information object.
Semantic labels are not related, (unlike thesaurus terms), to each other or to some thesaurus
terms, but allow for an additional subject division of information objects within the subject
domain.

Definition 4. The task of library data integrating [T = (DS, R, A, M, D, Dg) with external DS
sources is defined by the types of library resources and their set of attributes A, the mapping of
M resources R to the data source schema S, and the data set of the source library associated by
this mapping with the data Dg of the source.

Definition 5. A collection of information objects C = (IO, T,M,DS) is a set of objects
combined on the basis of an entirety of features:

1. by their thesaurus term from the subject domain,

2. by semantic labels,

3. by the data source that the objects came from.

The collection can include objects of various resource types specified in the content description.

Definition 6. Semantically significant library relationships P = P, are the relationships
defined between the library content, its subject domain (thesaurus), semantic labels, and data
source objects. The authors highlight the following basic linkage:

e Pi(t,i0)—thesaurus term-information object,

e Py(io,t)—information object—thesaurus term,

e P3(r,s)—data source—a source objects class, where a data source is a general definition for
information objects stored in the system. Thus, information objects are instances of data sources,

e Py(a,sq)—data source attribute-source class property,

e P5(io,0s)—information object—a class instance from a data source,

e Ps(m,io)—semantic label—information object,

e P;(io,m)—information object—semantic label.

Based on the introduced explicit relations, we can determine the relations, which we will
call implicit meaningful relations (that is, set according to some pre-defined rules) between
semantic labels and thesaurus terms and both the library objects and instances of related data
from sources:

o Py(m,t) < Ps(m,i0) A\ Pa(io, t) semantic label—information object—thesaurus term,

o Py(t,m) < Pi(t,i0) A Pr(io,m) thesaurus term—information object—semantic label,

o Pio(m,05) < Ps(m,i0) A Ps(i0,05) semantic label—information object—class instance from
a data source,

e Pi1(t,05) < Pi(t,i0) A\ Ps(io,05) thesaurus term—information object—class instance from a
data source.

To represent an ontology in OWL, classes, class properties, and individuals are used. In OWL terms,
Py is inverse of Py, Py is inverse of Py, Py is inverse of Py, Pyg is inverse of Pyy. In this case, the
rules for implicit relations are set using SWRL rules. The SWRL language, as an extension of OWL,
helps to describe the abstract mechanism of operating with subject domain objects and regularities. The
rules allow to deduce new facts from existing statements, increasing the efficiency of the subject domain
description.

In compliance with the definitions, the ontology classes necessary for domain modeling were
introduced:
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1. IResource (library information resource), which contains general information about the resource
type, name, URI, and information about the attribute set used to describe the structure of the
resource.

2. 10bject (library information object), which is an instance of a resource with the composition
of the attributes corresponding to a set of attributes of the associated resource. To describe the
corresponding values for an information object, there is a multivalued value property, values of
which are instances of the AttributeValue helper class that contains information about the
specific value of the object as well as the corresponding attribute.

3. Attribute is a superclass for classes of elements to describe composite objects of the subject
domain:
ResourceAttribute is a class to describe elements of the subject domain resource structure.

ThesaurusAttribute is a class to extend the structure of the thesaurus elements description.
4. AttributeSet is a set of attributes that groups attributes that correspond to a single resource.

5. Taxonomy is a superclass to describe linear dictionaries, and classifiers, represented by the
Vocabulary and Classifier classes correspondingly.

6. Thesaurus contains general information about the thesaurus: title and authors, and other
information about thesaurus structure. The presence of this entity allows you to upload finished
thesauruses without mixing them with those that may already be in the system.

7. Concept is an entity containing information about the concepts of the thesaurus.

8. Relations is a superclass for the relations classes that define the structure of the dictionary:
HierarchicalRel are the hierarchical relations, FamilyRel are the horizontal relations.

9. PrefferedTerm are the descriptors of the concept. Each concept corresponds to a single
descriptor in each language.

10. NonPrefferedTerm this includes synonyms.
11. SemanticTag is a class of semantic labels.
12. DataSource is a data source with a semantic wrapper (for example, a data source from LOD)

13. ResourceMapping is a class that contains information about the information resources of the
library displayed for the data source.

Figure 4 below shows a part of the class diagram of the first-level ontology, Figure 5shows a description
fragment of the same ontology properties in RDF/XML format.

6. THREE-LEVEL ONTOLOGY

The LibMeta ontology [6—10] uses three levels of metadata to represent subject domain data:
1. universal concepts without reference to the subject domain or metadata;

2. concepts for describing a specific subject domain or metadata, which definitions are set in the
first-level terms (metametadata);

3. subject domain data as such, represented in terms of second-level metadata.

In such an ontology, concepts that are related to high-level ontologies and are not related to the
specifics of a particular subject domain are used at the top level. At the second level, we describe the
concepts of a specific subject domain as instances of first-level classes, i.e., for example, a specific
thesaurus, specific types of information resources, types of data sources, etc.
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Fig. 4. Part of the first-level ontology class diagram.

Second-level concepts are used as class definitions at the third level when uploading data to an
ontology with instances of second-level classes data.

At the same time, if at the second level the newly introduced concepts are instances of the first level
designated resources, then when uploading data to the ontology, we use them as classes to describe
the data. Considering instances as classes is called “metamodeling.” And although even the direct
semantics of the OWL2 ontology language, which is used to describe ontologies, do not allow such
metamodeling. This means that when an instance identifier occurs in a class axiom, it is treated as a
class, and when the same identifier occurs in a separate statement, it is treated as an instance.

So, when constructing an ontology of a specific subject domain, we, in fact, construct a three-level
ontology, in which instances of the first level are high-level concepts, with the second level containing
concepts of a specific subject domain. When uploading data to the ontology we use the first level terms
to define the third level classes.

6.1. Ontology Building for the Subject Domain “Mathematics”

The data sources discussed above can be divided by type into three groups: texts (mathematical
articles) that directly represent data for the subject domain, taxonomies (The Encyclopedia of Mathe-
matics, ODE Thesaurus, Special Function Dictionary, Industry classifiers (MSC and UDC) used for
terminological support of the subject domain, external sources (Dbpedia, Mathnet, English version of
The Encyclopedia of Mathematics). External sources provide additional information about the subject
domain data by establishing relations between the data in the subject domain modeled part and the
sources content.

Each group represents the following types of resources: Data about a person and a journal, is
extracted from mathematical articles that represent an obvious type of resource such as a publication.
Also, formulas are extracted from the articles, and some structural elements, such as theorems,
lemmas, etc. are highlighted.

Taxonomies distinguish dictionaries, classifiers, and thesauruses. The dictionary is a linear structure,
the classifier is a hierarchical structure which can be used to support horizontal relations. The structure
of an element in dictionaries and classifiers differs slightly, and usually such attributes as code, name,
language, and note are enough to describe it. Thesauri are vertically and horizontally associated sets
of concepts. Each relation has its own type (genetic relation, association, etc.). The structure of
concepts from thesaurus to thesaurus can change significantly, yet there are common attributes such
as descriptor, non-descriptor, and synonym.

External sources are a separate type of resources named data source. Each has a semantic layer
which represents its data model. Each data source can be associated with any of the resource types
described above.
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Since the list of resource types and their structure may change depending on the incoming data, you
need to provide additional structures to configure their descriptions. Some description details are omitted
here and further not to encumber the article, yet this does not affect its correctness and comprehension.

Level 1. Thus, we have identified the following general types of resources to describe our subject
domain

e Information resources (/Resource)

e Taxonomy (Taxonomy)

— Classifier (Classifier)

e Thesaurus (Thesaurus)

e The concept of a thesaurus (Concept)

e Relations of the thesaurus (Relations)

v External sources (DataSource)

e Mapping (textbfResourceMapping)

e Attribute (Attribute)

— Thesaurus attribute (ThesaurusAttribute)

— Information resource attribute (ResourceAttribute)

e Multiple attributes (AttributeSet)

These resource types correspond to the first level of the LibMeta ontology (the metametadata level)
and to the ontology classes specified in parentheses.

Level 2. Based on the first level concepts, we introduce concepts to describe our subject domain
(metadata level) building on the listed data sources.

e Information resources (/Resource)

— Person

— Publication

— Formula

e Classifier (Classifier)

- MSC

—UDC

e Thesaurus (Thesaurus)

— The Encyclopedia of Mathematics

— ODE Thesaurus

e External sources (DataSource)

— English version of The Encyclopedia of Mathematics

— MathNet

e Mapping (ResourceMapping)

e English version of The Encyclopedia of Mathematics—The Encyclopedia of Mathematics

— MathNet-Person

— MathNet-Publication

e Thesaurus attribute (ThesaurusAttribute)

— Mathematical notation

— Formula

- MSC

- UDC

— See also

e Information resource attribute (ResourceAttribute)

— Annotation

— Formula

— Full name

— Title

e Multiple attributes (AttributeSet)

— Multiple attributes of the ODE thesaurus concept
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< |-~ http://libmeta.rufontology # hasObjectitems -->
- <owl:ObjectProperty rdf:about="http:/ flibmeta.ru/ontology#hasObjectItems">
<rdfs:subPropertyOf rdf:resource="http://libmeta.ru/ontology#hasItems”/>
<rdfs:domain rdf:resource="http:/ /libmeta.ru/ontology#0bjectCollection"/>
<rdfs:range rdf:resource="http:/ /libmeta.ru/ontologyy#InformationObject"/>
<fowl:ObjectProperty>
<|-- http://flibmeta.rufontology # hasTagltem -->
- <owl:ObjectProperty rdf:about="http:/ /libmeta.ru/ontology#hasTagItem">
<rdfs:subPropertyOf rdf:resource="http:/ /libmeta.ru/ontology#hasItems"/ >
<rdfs:domain rdf:resource="http:/ /libmeta.rufontology#TagCollection"/>
<rdfs:range rdf:resource="http:/ /libmeta.ru/ontologyy#TagItem"/>
<fowl:ObjectProperty >
<[-- http: //libmeta.rufontology#hasTerm -->
<owl:ObjectProperty rdf:about="http:/ /libmeta.ru/ontology#hasTerm"/>
<|-- http://libmeta.rufontology# hasVocabluaryTerm -->
- <owl:ObjectProperty rdf:about="http:/ /libmeta.rufontology#hasVocabluaryTerm">
<rdfs:subPropertyOf rdf:resource="http: f /libmeta.ru/ontology#hasTerm"/>
<rdfs:domain rdf:resource="http:/ /libmeta.ru/ontologyy#Vocabulary"/>
<rdfs:ranae rdf:resource="htto: / /libmeta.ru/ontoloavv#VocabularvTaxon"/>

Fig. 5. Fragment of description of ontology properties in rdf/xml format.

— Multiple attributes of The Encyclopedia of Mathematics

— Multiple person attributes

— Multiple formula attributes

— Multiple publication attributes

The concepts of the modeled subject domain, which correspond to the second level of the Libmeta
ontology, are italicised.

For example, for the ability to upload data into a semantic library the description of the Encyclopedia
of Mathematics with a three-level ontology terms includes such concepts as Thesaurus, Concept,
Term, HierarchicalRelation, FamilyRelation [9, 13]. Also, the thesaurus description to upload the
Encyclopedia of Mathematics is expanded additionally with the help of such attributes as: formula,
person, UDC code, MSC code, reference link (to the English version of the concept).

Level 3. If the second level is a modeling of the subject domain data structure within the terms of the
first level, then the last level features the data in the described format published. You can see the result
of publishing subject domain data on the project’s website.

Figures 6 and 7 show examples of a specific information resource and information object description
within the terms of this ontology according to Definition 1.

7. THE REQUIREMENTS TO SEMANTIC DIGITAL LIBRARY

The content of the semantic library should feature versatility, structure, adaptability to be supported
by a three-level ontology and modeling tools in the LibMeta system. The versatility provides a
description of its resources and objects types, regardless of the subject domain and the users interest
area. The structure of the description provides links between different types of resources both inside
and outside the system. The adaptability of the resource description allows for adding new properties
and links in the process of system development and customizing of user interface to reflect perspective
changes [20, 21].

In fact, LibMeta provides the feature set of constructing the space of subject domain scientific
knowledge within the library. At the initial stage of installing the system, it only requires configuring
the system for a specific subject domain.

Here are the main types of tasks that are implemented in a semantic library that allows you to design
a subject domain based on a three-level ontology:

e the information system content description;

e implementation of data integration tasks from external sources;

e collection support;

e search and navigation through system objects;

e user support.

The Figure 8 shows a set of subsystems that implement an information system feature set, depending
on the level of ontology concepts used. At each level, the user’s level of competence determines the
access to feature set, as illustrated in Fig. 8.
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- <rdf:RDF>

= <Ibm:InformationResource rdf:about="http:' libmeta.ru resource person">

<lbm:title>Person< Tbm:title>
<lbm:label>Tlepcona<lbm:label>

<lbm:description>Pecypc cooTsercTeviomuit nepcoran< lbm:description>

— <lbm:properties>

<lbm:property rdf:resource="http:
<lbm:property rdf:resource="http:
<lbm:property rdf:resource="http:
<lbm:property rdf:resource="http:
<lbm:property rdf:resource="http:
<lbm:property rdf:resource="http:
<lbm:property rdf:resource="http:
<lbm:property rdf:resource="http:
<lbm:property rdf:resource="http:
<lbm:property rdf:resource="http:
<lbm:property rdf:resource="http:
<lbm:property rdf:resource="http:
<lbm:property rdf:resource="http:
<Ilbm:property rdf:resource="http:
<lbm:property rdf:resource="http:
<lbm:property rdf:resource="http:
<lbm:property rdf:resource="http:

<Tbm:properties>

libmeta ru attnbute=actuvity” >
libmeta ru attributeradditionEmployer” >
libmeta ru attributeradditionPosition” >
libmeta mu attnibute=address”™ >
libmeta ru attribute=bio” >

libmeta ru attnibute=dateOfBirth" >
libmeta mu attribute=dateOfDeath” >
libmeta ru attributesemployer™ >
libmeta.ru attribute=first™ >

libmeta ru attnbutezkevwords® >
libmeta ru attributelast™ >

libmeta ru antributermiddle” >
libmeta ru attribute=placeOfBirth™ >
libmeta ru attribute#position” >

libmeta ru attnibute=seeAlso™ >
libmeta ru attnbute=source™ >
libmeta ru attributesemal” >

<Ibm:dateCreated> 06-09-2016 13:32 <lbm:dateCreated>
<lbm:dateUpdated> 06-09-2016 13:32 <1bm:dateUpdated>

<Tbm:InformationResource>

—<lbm:InformationResource rdf:about="http:  libmeta.ru resource publication">

FlhmmtitlawDuhlicatianes Thm titlas

Fig. 6. An example of the description of information in terms of ontology.

= <rd:RDF>
= <lbm:InformationObject rdf:about="hitp: libmeta ru resource publication=vmy=s2758">

<Ibm:type rdf:resource="hitp- libmeta ru resource publication™ >
<lbm:description >
<ibm:dateCreated> 08-09-2016 01:17 < Ibm:dareCreated>
<ibm:dateUpdated> 08-09-2016 01:17 < Ibm:dateUpdated>
= <lbm:properties>
= <lbm:property>
<lbm:type rdf:resource="http: libmeta ru attnbutesannt” >
= <lbm:value>
VCTaHIBTHEIETC, HTC KOMOOIHIIAA KBATK.

preMux.

& i KBTI

" xERaN Gopayaa 1

TEXHEKY ICIHHTCTPHPOBIHNA, VCTARARICHO, 9T0 B COCUMATRHRX CTVHATX BRNOTHICTCE AHATON KIACCHILCKOTO "LenHero npmn' &a
BT GepeRuRaTon. [IOTy TeHM CIEICTRRS 11T BRIHCTEHAY 5B T PepeHIMATOR CYOPEMyNa, HRGIMYMA H HHTEIPATRHOIC ONe

<Ibm:value>
<Ibm:property>
- <lbm:property>
<Ibm:type rdf:resource="http: libmeta ru attnbute=auth” >
<Ibm:value>Bacaesa Enena Kabexoana< Ibm:value>
<Tbm:property>
= <lbm:property>
<Ibm:rype rdf:resource="hup. libmeta ru annbutesauth” >
<Ibm:value>Kycpaes ARarond [eoprrepre< Ibm:value>
<lbm:property>
- <lbm :property>

<Ibm:type rdf:resource="http. libmeta ru attnbute=issueDate™ >

<Ibm:value>2003<Tbm:value>
<lbm:property>
= <lbm :property>

<Ibm:type rdf:resource="http:  libmeta ru attnbutesmagazne” >

<Ibm:value>BAK < lbm:value>
<Tbm:property>

Fig. 7. An example of a description of an information object in terms of ontology.

8. DATA SOURCES INTEGRATION

The semantic data source, by our definition, represents not only the data itself, but also contains a
semantic layer in which the data model is described. Such sources, for example, include all sources of
Linked Open Data, the core of which is the Dbpedia project.

Information resources of the system are aligned to the data sources, meanwhile the ratio of the
resource attribute set and the properties of the resource from the data source is established. This provides
ground for us to generate SPARQL queries to data sources to extract specific information. In this
case, the user operates with the typical kind of search options, avoiding the need to write the queries
themselves.
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Ontology

Development of specific solutions for a given subject area

Sharing View

Organization

- Professionals in this subject area
Search | | Annotation | ‘ Visualization together with professionals

in the field
of information technology

Level 3 ontology

Development of conceptual solutions for
a given subject area

Ontology Connecting Loading
editing data sources data
Level 2 ontology Professionals in

this subject area

Development of system-wide solutions

I |
| |
| |
: Ontology User interface :
: editing settings |

|
| |
| |
| |

J

Level 1 ontology Information technology
professionals

Fig. 8. A set of subsystems that implement the functionality of the information system, depending on the level of
ontology concepts used.

Formula | Person |
| Concept ’—' Publication

uDC

Publishing year

Fig. 9. Formula linkage network.

Using the MathNet example, we will describe a data integration from a semantic source. A database
which data model represented person information within the terms of FOAF ontology provides person
data from MathNet. At the second level of the ontology, the classes mapping and the corresponding
resources attributes in the source was defined within the terms of FOAF model and the semantic library
model. According to them, at the third level of the ontology, connections were formed at the level
of instances that make up the semantic library content. In particular, there were added links to the
MathNet person pages using the see also attribute.

9. INFERENCE RULES

The mathematical tool behind the descriptive logics, on which ontologies are based, provides the
means to logically infer new facts from existing ones. Logical deduction allows you to identify implicit
knowledge and find contradictions in the ontology.

The types of rules for inferring additional knowledge are based on Definition 6. These types can be
used to model a subject domain with the help of a three-level ontology. These rules allow to form
the simple rules and their chains for the new links allocation.

The following relations are explicit:
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thesaurus term <> information object,
information object <+ semantic label,
thesaurus term < classifier term.

Rule elements can be represented by variables of information resources and objects, constants-
string and numeric expressions, predicates-linking attributes of various types, functional expressions-
functions applied to individual arguments. The rules are set in the “if—then” form, for example:

— If the description of the object contains the thesaurus term, then the “cloud” of keywords
of the concept includes the keywords of the object,;

— If the attribute value belongs to an object, then the concepts that describe that object can
be grouped by the value of that attribute.

We can word this rule as a requirement to create thematic “trends” based on the thesaurus and
publications by year.

With the limited number of rule templates or meta-rules, their semantics are determined within a
specific subject domain each time in their own way. The statements of the knowledge space ontology
are used to determine relevant meta-rules and justify their use in the subject domain. They help to
understand what can be further extracted from the library content (or the knowledge space).

10. MATHEMATICAL SUBJECT DOMAIN FEATURES

To support formula search, the concept of Formula was introduced. It allows you to store the original
formula string obtained from the source. The string can be in the Content MathML, Presentation
MathML, LATeX format [25]. If relevant, the number of formulas types representation in different
notations is easily expanded. This concept of Formula is related to the objects, that make up the
semantic library content, and the concepts of the thesaurus. Thus, it is possible to build a network of
formula relations, both with the thesaurus concepts, and with various information objects of the system.
Figure 9 shows such a network, with each node accessible from the Formula node.

Each formula can be supplemented with keywords. Keywords can be entered either by the system
expert, or automatically, coming together with the formula from its source, as well as replenished with
the keywords of related objects.

10.1. Search by Formulas

The search by formula consists of two logical parts-the search by formula itself and search by the
keywords. Search by keywords is necessary to narrow down the candidates range. The search by formula
should return formulas that are completely identical to the formula entered for the search or contain a
part that is identical to the formula entered. The search algorithm can be divided into four phases:

1. Selection of candidate formulas. If relevant, convert formulas to MathML. At this stage, we get a
list of formulas from the thesaurus that match the keyword search criteria.

2. Generating an internal representation for formulas. For each formula, we build an internal
representation or use a pre-built internal representation.

3. Comparison of the desired formula with the candidate formulas for full or partial match (part of
the candidate formula is equivalent to the desired formula).

4. QGenerating and displaying search results.

The selection of candidate formulas for keywords is as follows: the user enters keywords separated by a
space. In case of at least one match of any keyword, the formula is included in the list of formulas to be
compared with the desired formula.

After the query returns candidate formulas, we need to make sure that all of them have a represen-
tation in MathML format. If not, we need to convert formulas from LaTeX to MathML (formulas that
don’t have either LaTeX or MathML entries are not included in the search results). To convert formulas,
you can use the MathToWeb library [26]. The conversion is performed in several threads to speed up the
process. After that, you need to save the conversion results in the required field so that you can use them
during the next search.

LOBACHEVSKII JOURNAL OF MATHEMATICS Vol.42 No.8 2021



ONTOLOGY BASED APPROACH 1933
11. CONCLUSION

This paper features the approaches and methods for building a semantic library within the subject
domain “Mathematics”. The theoretical background of the work was based on ontologies in the
construction of semantic libraries. This article describes the general ontology of the subject domain
stepwise.

The proposed approach provides sufficient expressivity to be used when integrating different data
sources. We identify the relations with subject domain thesaurus by means of the publication system,
based on its title, annotation, and keywords. The Encyclopedia of Mathematics terms were used as
semantic labels. With some degree of probability, such relating allow to identify articles from different
sections of the subject domain and organize them into collections based on the MSC and UDC
classifiers.

For other subject domains all the proposed methods of analysis and their modeling based on a three-
level ontology are relevant as well.
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