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Abstract—1In this paper we compute the rates of convergence of power series statistical convergence
of sequences of positive linear operators. We also investigate some Korovkin type approximation
properties of the g-Meyer—Konig and Zeller operators and Durrmeyer variant of the g-Meyer—Konig
and Zeller operators via power series statistical convergence. We show that the approximation
results obtained in this paper expand some previous approximation results of the corresponding
operators.
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1. INTRODUCTION

The classical Korovkin type approximation theory provides a simple criteria whether a sequence of
a positive linear operators on C]0, 1], the space of all real continuous functions defined on the closed
interval [0, 1], converges to the identity operator or not [25]. This theory has been studied by many
mathematicians with various motivations such as extending the interval to whole real line, relaxing the
continuity of the functions, relaxing the positivity of the operators or considering some special sequences
of positive linear operators (see e.g., [1, 2]). Another motivation is to introduce the summability theory
whenever a sequence of positive linear operator is not convergent in the ordinary sense. Actually, the
main aim of the summability theory is to make a non-convergent sequence or series to converge in a
more general sense. Therefore, summability theory has many applications in probability limit theorems,
approximation theory with positive linear operators, and differential equations, whenever the ordinary
limit does not exist (see, [5, 21, 22, 26]). Gadjiev and Orhan [21] proved a Korovkin type theorem by
considering statistical convergence instead of ordinary convergence. Following that study many authors
have given several approximation results via summability theory (see, e.g.,[4, 8, 12, 13, 30, 33, 34, 42]).

Let 2 = () be a real sequence and let A = (a,;) be a summability matrix. If the sequence {(Ax),, }
is convergent to a real number L, then we say that the sequence x is A-summable to the real number L,
where the series(Ax),, := } 22 an;z; is convergent for any n € Ng and No = {0, 1,...}. A summability
matrix A is said to be regular if lim(Ax),, = L whenever lim x = L (see, [9]). In fact, any summability
method is said to be regular if it preserves ordinary limit.

Let A = (an;) be a non-negative regular summability matrix and let £ C N. Then the number

04(F) :=lim Z Anj
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RATES OF POWER SERIES STATISTICAL CONVERGENCE 427

is said to be the A-density of E whenever the limit exists (see, [10, 18, 24]). Regularity of the
summability matrix A ensures that 0 < d4(FE) < 1 whenever d4(FE) exists. If we consider A = C, the
Cesaro matrix, then §(E) := dc(F) is called the (natural or asymptotic) density of E (see,[17]), where
C = (cpy) is the summability matrix defined by

o 1/(n+1), if j<nmn,
" 0, otherwise.

A real sequence z = (z;) is said to be A-statistically convergent (see, [11, 19]) to a real number L if
forany e > 0,

6a({j €No:|z; — L| > £}) = 0.

In this case we write st 4 — limx = L. If we consider the Cesaro matrix, then C'-statistical convergence
is called statistical convergence[16, 31, 36]. In general, A-statistical convergence is regular and there
exists some sequences which are A-statistically convergent but not ordinary convergent.

Now, we recall the concept of power series (summability) method [9]. Let (p;) be a real sequence

with pg > 0 and p1, p2, ... > 0, and such that the corresponding power series p(t) := ijtj has radius
§=0
of convergence R with0 < R < oo. If

x t—L
0<t—>R p(t Z 2

then we say that « = (z;) is convergent in the sense of power series method (P, convergent). This
summability method is a general version of Abel and Borel summability methods. Korovkin type
theorems related to these methods can be found in [4, 6, 7, 37, 38, 41, 42].

The following theorem characterizes the regularity of a power series method.
Theorem 1(9]. A power series method P, is regular if and only if for any j € Ny
47
lim pit

=0.
o<t—R- p(t)

Unver and Orhan [43] introduced the concept of power series statistical convergence which is
stronger than the ordinary convergence. Power series statistical convergence is defined with the help
of the concept of density with respect to the power series methods.

Definition 1[43]. Let P, be a regular power series method and let E C Ny. I}

op. (E) :=
p (B) 0<t—>R p(t ;Ep]

exists then ép, (E) is called the Py-density of E. It is easy to see that 0 < ép, (E) < 1 whenever
dp, (E) exists.

Definition 2 [43]. Let x = (x;) be a sequence and let P, be a regular power series method. Then
x is said to be Py-statistically convergent to Lif foranye >0

lim Z p]t =0,
o<t—R- p(t ‘wj Tive
i.e.,dop,({j €No:|zr; — L| >¢e}) =0. Inthis case we write stp, — limxz = L.

The main goals of this paper are to give the rates of P,-statistical convergence and to prove some
approximation properties of g-Meyer—Konig and Zeller operators and Durrmeyer variant of the g-Meyer
Konig and Zeller operators by considering P,-statistical convergence. Both sequences of operators are
constructed with the use of ¢- calculus.
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498 SOYLEMEZ, UNVER

Now, let us recall some notations from g-calculus [29]: for any fixed real number ¢ > 0, the ¢g-integer

[7] is defined by
J 1—¢7
. . _ o, q# 1,
] =[], = qkl:{.lq
7 kzzl j. g=1,

where j is a positive integer and [0] = 0, the g-factorial [j]! of [4] is given with

J
. =1,2,...,
[J]li: kl;[1[] J
1, j5=0.

Forintegers j > r > 0, the g-binomial coefficient is defined by

H B [rJq![é'Li !

and g-shifted factorial is defined by

1, 7=0,

t' .= Jj—1 .

(t:q), 1 (1—tg?), j=1,2,..
=0

Thomae [39] introduced the g-integral of function f defined on the interval [0, a] as follows:

[f0dt=ai-0} f(ad)d, 0<q<1
0 j=0

Finally, the g-beta function [39]is defined by
1
By (m,j) = /tm_l (qt§Q)j_1 dqgt.
0

In [3], it can be found some different type operators which were constructed via g-calculus. In [40],
q-Meyer—Konig and Zeller operators were defined by

M (f;2) = mHo(l_q x)2f<b+'f)
f)y, z=1

for f € C'[0,1], 2z € [0,1], j € Nand g € (0,1]. In[13], a different modification of ¢-Meyer—Kénig and
Zeller operators were defined. In [23], Durrmeyer variant of the g-Meyer—Kénig and Zeller operators
were introduced for f € C'[0,1], z € [0,1], j € Nand a > 0,¢ € (0, 1] as follows:

ZMq

f(1)7 z

Jj+k

k. xe [0,1),
k

(1.1)

Bt @D, f O dit+mioq @) FO), zePD)

I O\H

L,

where
J+k
Mjkq () = (:c;q)j_i_l |: . :| k.

Statistical convergence of the operators (1.1) and (1.2) and different modifications of these operators
were examined in [13, 14, 27, 32]. Using the Abel convergence some properties of the operators (1.1)
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and (1.2) were studied in [35]. In that work, the authors compare the conditions of Abel convergence
results with the below classical conditions (1.3) which are necessary for ordinary convergence.

[t is well known that if the classical conditions

1
lim gj =1and lim =0 (1.3)

j—o0 j—o0 [7]

hold, then for each f € C[0, 1] the sequences (M]‘-If) and (Dgf) converge uniformly to f over [0, 1]

(see [23, 40]). We use the norm of the Banach space B[0,1] defined for any f € C[0,1] by ||f]| :=
supg<,<1 |f ()], where B[0, 1] is the space of all bounded real functions defined over [0, 1].

We need the following known lemmas in our proofs:

Lemma 1[40]. Let j > 3 be a positive integer. Then the following hold for the operators (1.1):

M (eg;z) = 1, (1.4)
MY (ey;2) = a, (1.5)
£z 2

+ a2, (1.6)

where e;(x) = x' fori =0,1,2.
Lemma 2[23). Let j > 3 be a positive integer. Then the following hold for the operators (1.2):
DY (egix) = 1, (1.7)

D (er30) =, (18)

2]z (1—2) (1 - ¢'z)

;i (e2;2) =27 + -1

= Ejq(2), (1.9)

where
(2] [3] ¢/

OSEmuﬁgu_uU—ﬂ

(I—-2)(1—gqx) (1—qja:).

For the operators (1.2) the following lemma was given in [35].
Lemma 3. Lef j > 3 be a positive integer. Then we have

2]z (1 —x) (1 — qjx) R [2] [3] ¢!
B [j—1] =17 —2]

\%

D?(eg;m)—a:2 (1—2)(1—gqz)(1-¢'z) >0.

Note that in Lemma 1 and Lemma 2 the results were obtained for j > 3. Like ordinary convergence
and statistical convergence, an exclusion of a finite number of terms does not affect the P,-statistical
convergence of a sequence since the P,-density of a finite set is equal to zero.

The remainder of this paper is organized as follows: In Section 2, we study the rates of P,-statistical
convergence by means of modulus of continuity and class of Lipschitz functions. Furthermore, we give
some examples to prove the results obtained in this paper are stronger than some previous ones. In
Section 3 and Section 4, we study some Korovkin type approximation properties of g-Meyer—Koénig
and Zeller operators and Durrmeyer variant of g-Meyer—Konig and Zeller operators via P,-statistical
convergence, respectively.
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430 SOYLEMEZ, UNVER
2. RATES OF THE P,-STATISTICAL CONVERGENCE

In this section, we compute the rates of the P,-statistical convergence of the sequences of positive
linear operators by means of the modulus of continuity and the elements of the Lipschitz class. Some
results related to the rate of the convergence may be found in [15, 20, 28].

Let (L;) be a sequence of positive linear operators from C'[0, 1] into B[0, 1]. The modulus of continuity
of w(f,d) is defined by

w(f,0)= sup |[f(z)—f(y)l.

lz—y| <&
z,y€(0,1]
It is well known that, forany f € C'[0,1],
li 5) =0 2.1
Jim w (f,9) (2.1)
and forany § > 0
[z =yl
[f@) = fWlsw(fo) | ;7 +1 (2.2)

and forall¢ > 0
w(f,cd) < (1+ [c])w(f,0),
where |c] is the greatest integer less than or equal to . Now we are ready to give the following theorem.
Theorem 2. Let (L;) be a sequence of positive linear operators from C[0,1] into B0, 1]. If
(i) stp,-lim ||Ljeq — 1|| = 0,
(ii) stp,-limw (f,p; (1)) =0 foranyt
then, for any f € C'[0,1] we have stp,-lim ||L;f — f|| = 0, where

@; (t) := < sup Lj; ((t —xz)? 7:1:))é . (2.3)

0<z<1

Proof. Using (2.2), for any f € C'[0,1], any x,t € [a,b] and any § > 0 we can write
Ly (f52) — 1 @) < L0 0~ £ @)+ @ o) - 01 < 2 (14157 ts00:0)

FUF@) L e0) = D] < (7,8 L (e0) + sy (7,8) L (6 = )% 5) + @) | Ls(eo) — D)
Thus, we obtain
IL; (f12) — ()] < (£;0) L; (o) + -

2@ (1) Li (=2 52) +1F@)] Lj(eo) = 1]

1

Now, if we take § = {supogzgl L; ((t - 33)2;33)}2 , then we get 0 < ||L;f — f]| < 2w (f,¢;(t)+
w(f, @i (1) |Lj(e0) — 1)|+C[Lj(eo) — 1)| , where C = || f||. From (ii), we have stp, -lim |[L; f— f|| =
0 which completes the proof. O

Now, we give the rate of P,-statistical convergence with the help of Lipschitz class Lipys () where
0 < a <1, M > 0.Recall that a function belongs to Lips () if for any ¢, z € [0, 1]

If (@)= f@)| <Mt — =

We have the following theorem.

Theorem 3. Let (L;) be a sequence of positive linear operators from C[0,1] into B0, 1]. If

(i) stp,-lim ||Ljeq — 1|| = 0,

(ii) stp,-limp; (t) =0 for any t then, for any f € Lipys (o) such that 0 < o <1, M € R, we
havestp,-lim||L; f — f|| = 0.
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RATES OF POWER SERIES STATISTICAL CONVERGENCE 431

Proof. Since f € Lipys () , we can write from linearity
|L; (fs2) = f(2)] < L (If (¢) = f @)]52) + [ f(2)] [Lj(e0) — 1)
< MLj (|t — =% 2) + | f(2)] | Lj(e0) — 1)
By applying the Hoélder inequality, we get

1Lif = FII < M (95 (1) (Lj(e0)) <" = 1| + M (25 (£)* + C |Lj(eo) = 1],

from (i) and (ii) we have stp, —lim||L;f — f|| = 0, which ends the proof. 0

3. POWER SERIES STATISTICAL CONVERGENCE OF THE SEQUENCE (M]‘.])

In this section, using power series statistical convergence, we obtain Korovkin type approximation of
the operators (M]q) defined with (1.1). Throughout this section, we deal with the sequence (g;) such

that 0 < ¢; <1, qo = 0 and we assume that M{f = 0 forany f € C0,1].
Now, we recall the following Korovkin type P,-statistical approximation theorem which is given
in [43].
Theorem4. Let P, be regular power series method and let (Lj) be a sequence of linear positive
operators on C'[0,1] such that fori=0,1,2
stp,-lim || Lje; — ;|| = 0, (3.1)

then for any f € C'[0,1] we have stp,-lim ||(L; f — f)|| = 0.
We are ready to prove the following Korovkin type P,-statistical approximation theorem:

Theorem 5. Assume that P, is a regular power series method. If stp,-limq; =1 and stp,-

lim 7 i 1] =0, then for each f € C'[0,1] we have stpp—limHM;’f — fH =0.

Proof. From Theorem 4, it is enough to demonstrate that (3.1) holds for (M]q) Now, considering
Lemma 1, we get for i = 0,1 that stp,-lim HM]‘?ei — e;|| = 0. Moreover, using (1.6), we have for j > 3

that

0< M (eg;z) — 22 < .ac .
j (e2:) j—1]

Here, let us define the following sets for any € > 0,
1
=147 DM (eg; ) — 2% > =<7 : >eh.
N {]EN ‘M](e%x) a:‘_z—:}, Ny {]EN [j—l]_g}
[t is obvious that N C N; which implies with the the hypothesis that

. ) 1
OS(st<{]€N:HM;‘162_62‘CB25}>Sépp{jeN: [j—l] 25}:0.

stp,-lim || (Mfes = e2) || = 0.

So, the proof is completed. 0
The following remark shows that the conditions of Theorem 5 are weaker than the classical condi-
tions:
Remark 1. /t is not difficult to see that the classical conditions (1.3) entail that the sequence

Hence, we obtain

1 o0

<[ 1]> is P,-statistically convergent to zero. Conversely, we assume that P, is the power
J— j=3

series method with (pj)

0, j=2k
pj = :
1, j=2k+1

LOBACHEVSKII JOURNAL OF MATHEMATICS Vol.42 No.2 2021



432 SOYLEMEZ, UNVER

and we consider the sequence (q;)

0, j=2k
g5 = :
1, j=2k+1

for some non-negative integer k. Note that (q;) does not satisfy the classical conditions. Besides,

we have for any j > 3 that
1 1, j=2k
) = 1 .
[ —1] : j=2k+1.

j—1
o0

1
Thus, the sequence <[ . 1]> is Py-statistically convergent to zero.
J = j=3

The rate of P,-statistical convergence by means of modulus of continuity for the operators (M;’) is
given in the following
Theorem 6. /f 0 < q; <1, stp,-limg; = 1 and stp,-lim Uil] =0, then for any f € C|0,1] we

haveHM]‘? (f) — fH <2w(f,a;), where aj = [jil]'

4. POWER SERIES STATISTICAL CONVERGENCE OF THE OPERATORS (Dg)

In this section, we study the Korovkin type approximation of the operators (D;’f’) defined with (1.2)
by considering the P,-statistical convergence. Throughout this section, we deal with the sequence (g;)
such that 0 < ¢; < 1, go = 0 and we assume that D{ f = 0 for any f € C[0, 1].

Theorem 7. If the sequence stp,-lim q; = 1 and stp,-lim = 0 then for each f € C'[0,1]

1
b —=1]

we have
stpp-limHDj.f—fH —0.

Proof. From Theorem 4, it sufficies to show that (3.1) holds for (D;’f’). Using (1.7)and (1.8), we obtain
fori = 0,1 that stp, —lim ‘ ‘D?ei — e
any j > 3 that

= 0. On the other hand from (1.9) and Lemma 3 we have for

2z (1—2)(1—¢z z J—1 .
e (=) a0 g

< D (en) -2 < PO D 70,
which implies
0< HD?SQ_GQ‘ 30221 <[2]x(1 EJIL’_) g]l—qﬂx)> < [2]

Now, let us define the following sets for any ¢ > 0,
2
= ] : q : — 2 > = ] : > .
M {]EN ‘M](e%x) a:‘_z—:} M {]EN [j—l]_g}
[t is obvious that M C M; which implies with the hypothesis that

0<dp, ({jeN: [arfes — s . 25}) < 4p, {jeN: [j[i]l] 25} — 0.
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RATES OF POWER SERIES STATISTICAL CONVERGENCE 433

Therelore, we obtainst p,- lim HD?eg — egH = 0. Hence, the proof ends. O

Following remark shows that the condition of Theorem 7 is weaker than the classical conditions (1.3):
Remark 2. Note that if the classical conditions (1.3) hold then condition of Theorem 7 holds.

In fact, if lim ¢; = 1 and lim } =0 then we have
j—»00 j—>00 ]

lim .. = lim ., =0.
jmoo [ — 1] d=oo [f] — q;—l

Therefore, it is P,-statistically convergent to zero. Conversely, we assume that P, is the power
series method with (p;)
07 ) = k27

1, otherwise

and we consider the sequence (q;) given by

0, j=k,
q; ‘= 1

— otherwise

[or some non-negative integer k. We see that (q;) does not satisfy the conditions of classical
Korovkin theorem. On the other hand, we have for any j > 2 that

.0
1—q )b J=k,
-1 I otherwise.
1 —gj 1—(1—})] P

Thus, the sequence ([jil])éo ) is Py-statistically convergent to zero.
]:

The following theorem which gives the rate of the P,-statistical convergence by means of modulus of
continuity for (Dg) can be proved easily.

Theorem 8. /[0 < q; <1, stp,-limq; = 1 and stp,-lim

haveHD? (f) — fH <2w(f,B;), where B; = [ﬁ]ﬂ.

7 i 1] =0, then for any f € C'[0,1] we
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