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Abstract—Quantum hash functions are similar to classical (cryptographic) hash functions and their
security is guaranteed by physical laws. However, security of a primitive does not automatically
mean that protocols based on this primitive are secure. We propose protocols based on quantum
hash function and assess their security using Holevo entropy and recently introduced notion of
quantum information cost.
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1. INTRODUCTION

Quantum hash functions are similar to classical (cryptographic) hash functions and their security is
guaranteed by physical laws. However, security of a primitive does not automatically mean that protocols
that use this primitive are secure. We propose two protocols based on quantum hash functions and
assess their security. We use Holevo entropy and recently introduced notion of quantum information
complexity.

Quantum hash functions used in this paper are good candidates for experimental implementation.
They use a small number of qubits and have an easy verifying procedure. The problem is that such
quantum hash functions require maximum entanglement.

Quantum hash functions were first implicitly introduced in [1] as quantum fingerprinting. Then
Gavirsky and Ito [2] noticed that quantum fingerprinting can be used as cryptoprimitive.

[3] gave a definition and construction of non-binary quantum hash functions. Ziatdinov [4] showed
how to generalize quantum hashing to arbitrary finite groups. Recently, Vasiliev [5] showed how
quantum hash functions are connected with ε-biased sets. Ziatdinov [6] introduced keyed quantum
hash functions (QMAC).

Quantum hash functions map a classical message into a Hilbert space. Such space should be as
small as possible, so eavesdropper can’t read a lot of information about the classical message (this is
guaranteed by physical laws as Holevo–Nayak’s theorem states). But images of different messages
should be as far apart as possible, so the recipient can check that hash differ or not with high probability.
We measure this distance using an absolute value of scalar product of hashes of different messages.
More detailed introduction to quantum hash functions can be found in Ablayev et al. [7].

The rest of this article is organized as follows. Next section contains necessary definitions. Section 3
contains definitions of analyzed protocols. Section 4 contains analysis of security of protocols based on
quantum information cost. Section 5 is devoted to computing Holevo entropy of quantum hash.
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1040 ZIATDINOV

2. DEFINITIONS

2.1. Groups

We use standard notions from the group theory.
Definition 1 (Group). Group (G,+G, 0G,−·) is a set of elements G equipped with binary

operation + : G×G → G called group operation, unary operation −· : G → G and fixed element
0 called identity. For any element g ∈ G: ∀g : g +G 0G = 0G +G g = g.

For any element g ∈ G there exists its inverse: ∀g : g +G (−g) = (−g) +G g = 0G. We some-
times omit subscript G when it is clear from the context. If group operation is commutative then
group is abelian:

∀a, b ∈ G : a+ b = b+ a ⇐⇒ G is abelian.

Definition 2 (General linear group). Let V be a vector space over the field F. General linear
group GL(V,F) is the group of all automorphisms of V with composition as group operation.

Definition 3 (Group representation). Group representation φ on vector space V is a group
homomorphism φ : G → GL(V,F).

Definition 4 (Multiplicative character). Multiplicative character χ of a group G is a homomor-
phism from G to C. There are |G| different multiplicative characters of a group G and they are in

bijection with elements of G. Trivial character χ0 is χ0(g) =

{
1, g = 0G,

0, g �= 0G.

2.2. Quantum Model of Computation

We use the following model of computation.
Recall that a qubit |Ψ〉 is a superposition of basis states |0〉 and |1〉, i.e., |Ψ〉 = α|0〉 + β|1〉, where

α, β ∈ C and |α|2 + |β|2 = 1. So, qubit |Ψ〉 ∈ H2, where H2 is a two-dimensional Hilbert complex
space.

Let s ≥ 1. We denote 2s-dimensional Hilbert complex space by (H2)⊗s: (H2)⊗s = H2 ⊗H2 ⊗
. . .⊗H2 = H2s . We denote a state |a1〉|a2〉 . . . |an〉, each ai ∈ {0, 1}, by |i〉, where i is a1a2 . . . an in
binary. For example, we denote |1〉|1〉|0〉 by |6〉. Usually it is clear, which space this state belongs to.
Computation is done by multiplying a state by a unitary matrix: |Ψ1〉 = U |Ψ0〉, where U is a unitary
matrix: U †U = I, U † is the conjugate matrix and I is the identity matrix.

The density matrix of a mixed state {pi, |ψi〉} is a matrix ρ =
∑

i pi|ψi〉〈ψi|. A density matrix belongs
to Hom((H2)⊗s, (H2)⊗s), the set of linear transformations from (H2)⊗s to (H2)⊗s.

At the end of computation state is measured by POVM (Positive Operator Valued Measure).
A POVM on a (H2)⊗s is a collection {Ei} of positive semi-definite operators Ei : Hom((H2)⊗m,
(H2)⊗m) → Hom((H2)⊗m, (H2)⊗m) that sums up to the identity transformation, i.e., Ei � 0 and∑

iEi = I. Applying a POVM {Ei} on a density matrix ρ results in answer i with probability Tr(Eiρ).

2.3. Information Complexity

Definition 5 (Trace distance, [8]). For two states ρ1, ρ2 trace distance is defined as ||ρ1 − ρ2||A =
Tr(|ρ1 − ρ2|).

Definition 6 (Shannon entropy). For any random variable X with discrete probability
distribution {pi} Shannon entropy is defined as H(X) =

∑
i pi log pi. We denote by H(p) entropy

of random variable with probability distribution pi = p.
Definition 7 (Von Neumann entropy, [8]). For any state ρ von Neumann entropy is defined as

S(A)ρ = Tr(ρ log ρ). By convention we take that 0 log 0 = 0. For a state ρAB conditional entropy
is defined as S(A|B)ρAB = S(AB)ρAB − S(B)ρB .

Definition 8 (Mutual information, [8]). For a states ρAB and ρABC mutual information is defined
as I(A;B)ρAB = S(A)ρA − S(A|B)ρAB , and conditional mutual information as I(A;B|C)ρABC =

S(A|C)ρAC − S(A|BC)ρABC .
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Definition 9 (Protocol, [8]). A protocol Π for implementing N on input ρAinBin is defined
by a sequence of unitaries U1, . . . , UM+1 along with a pure state ψ shared between Alice and
Bob, for arbitrary finite dimensional registers TA, TB . For appropriate finite dimensional
memory registers A1, A3, . . . , AM−1, A

′ held by Alice, B2, B4, . . . , BM−2, B
′ held by Bob, and

communication registers C1, C2, C3, . . . .CM exchanged by Alice and Bob, we have U1 ∈ U(Ain ⊗
TA, A1 ⊗ C1), U2 ∈ U(Bin ⊗ TB ⊗C1, B2 ⊗ C2), U3 ∈ U(A1 ⊗ C2, A3 ⊗ C3), U4 ∈ U(B2 ⊗ C3, B4 ⊗
C4), . . . , UM ∈ U(BM−2 ⊗ CM−1, Bout ⊗B ⊗CM ), UM+1 ∈ U(AM−1 ⊗ CM , Aout ⊗A′). We also
write Π to denote the channel implemented by the protocol, i.e.,

Π(ρ) = TrA′B′(UM+1UM · · ·U2U1(ρ⊗ ψ)).

Then we say that a protocol Π for implementing channel N on input ρAinBin , with purification
ρAinBinR for a reference system R, has error ε ∈ [0, 2] if ||Π(ρ)−N (ρ)||AoutBout ≤ ε.

Definition 10 (Quantum information cost, [8]). For a protocol Π and an input state ρ, the
quantum information cost of Π on input ρ is

QIC(Π, ρ) =
∑

i>0,odd

1

2
I(Ci;R|Bi−1) +

∑
i>0,even

1

2
I(Ci;R|Ai−1),

in which we have labelled B0 = Bin × TB .

2.4. Quantum Hash Functions

Informally, quantum hash function is a function that maps large classical input to a small quantum
(hash) state such that two requirements are satisfied: (1) it is hard to restore input given the hash state
and (2) it is easy to check with high probability that inputs for two quantum hash states are equal or
different.

It is easy to meet the first requirement for a constant hash size. One can simply take a qubit
|Ψ(w)〉 = α(w)|0〉+ β|1〉 and encode the input in a fractional part of α. But then the second requirement
is not satisfied.

It is easy to meet the second requirement for a hash size that is logarithmic in input size. One can
simply map the input to the corresponding base state: |Ψ(i)〉 = |i〉. However, then the first requirement
is not satisfied.

Let us give the formal
Definition 11 (Quantum hash function [7]). Let X be a random variable distributed over X

{Pr[X = w] : w ∈ X}. Let ψ : X → (H2)⊗s be a quantum function. Let Y be any random variable
over X obtained by some mechanism M making measurement to the encoding ψ of X and
decoding the result of the measurement to X. Let δ > 0 and ε > 0. Quantum function ψ is a
(δ, ε)-quantum hash function, iff

• it is easy to compute, i.e., a quantum state |ψ(w)〉 for a particular w ∈ X can be determined
using a polynomial-time algorithm,

• for any mechanism M, the probability Pr[Y = X] that M successfully decodes Y is bounded
by δ: Pr[Y = X] ≤ δ,

• for any pair w,w′ of different inputs, |〈ψ(w)|ψ(w′)〉| ≤ ε.

Quantum hash function maps inputs of length K = logX to (quantum) outputs of length s. If K � s
any attacker can’t get a lot of information by Holevo–Nayak theorem [9]. The equality of two hashes can
be checked using, for example, well-known SWAP-test [10] or REVERSE-test [7]. All hash functions
we use also require additional structure, namely, they map elements of some group G to quantum state.

For example, the group G can be thought of as {0, 1}2n with group operation +, then elements of G
can be encoded as binary strings {0, 1}n of length n.
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3. PROTOCOLS

One application of classical cryptographic hash functions is modification detection codes. Alice sends
message to Bob using authenticated channel and sends him hash of this message. If hash computed by
Bob is equal to sent hash, he says that message was not modified.

We use similar protocol, but Alice sends quantum hash of classical message:

• Alice and Bob have group elements g1 and g2 correspondingly. They do not know each other’s
input.

• Alice computes h = |Ψ(g1)〉 and sends to Bob.

• Bob compares h and |Ψ(g2)〉 using some mechanism M and accepts if M answers that h and
|Ψ(g2)〉 is equal.

Eavesdropper Eve wants to interfere with this protocol and either learn something about g1 or change h
to some h′ such that Bob will accept it.

We use the following hash functions.

Theorem 1 (Ziatdinov [4]). Let the function ΨGR : G → (H2)⊗ log t+d be defined as

|ΨGR(g)〉 =
1√
t

t∑
i=1

|i〉 ⊗ φ(ki(g))|0〉,

where g is an element of a group G, φ : G → Hom((H2)⊗d, (H2)⊗d) is a linear representation of G
on (H2)⊗d and K = {ki}, i = 1, . . . , t is a random set of automorphisms of G with property

∀g ∈ G, g �= e :
1

|K|

∣∣∣∣∣
∑
k∈K

〈0|φ(k(g))|0〉
∣∣∣∣∣ < ε. (1)

Then |ΨGR(g)〉 is a ( log t+d
|G| , ε)-quantum hash function w.h.p. Chen et al. [11] gives an explicit

construction of such representations.

If we change representations of a group to multiplicative characters (i.e., one-dimensional represen-
tations), we get the following hash function.

Theorem 2. (Vasiliev [5]). Let the function ΨEBS : G → (H2)⊗ log t be defined as

|ΨEBS(g)〉 =
1√
t

t∑
i=1

χSi(g)|i〉,

where g ∈ G is an element of a group G, χh is a multiplicative character of a group G correspond-
ing to an h ∈ G, S ⊂ G is an ε-biased subset of G. Then |ΨEBS(g)〉 is a (log t/|G|, ε)-quantum hash
function.

Alon and Roichman [12] proved that a set of O(log |G|/ε2) elements selected uniformly at
random is ε-biased w.h.p. Chen et al. [11] gives explicit construction of such sets.

These two quantum hash functions have many similarities. Therefore, we sometimes denote both
of them as |ΨHash(g)〉. We denote protocol based on quantum hash function |ΨEBS(g)〉 as ΠEBS and
protocol based on |ΨGR(g)〉 as ΠGR.
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3.1. Classical Attacks on Protocols

Classical attacks on modification detection codes are collision attack and preimage attack. To
perform the collision attack Eve finds two different words w,w′ such that h(w) = h(w′). In quantum
setting Eve looks for w �= w′ such that verifying procedure considers their hashes equal with high
probability. Ablayev et al. [7] show that resistance to this attack is equivalent to the following condition:
〈Ψ(w)|Ψ(w′)〉 < ε for every pair of different words.

To perform the preimage attack Eve finds w such that h(w) is equal to given h0. To perform this
attack against quantum hash Eve has to find w such that verifying procedure considers Ψ(w) equal to
Ψ0. Ablayev et al. [7] use Holevo–Nayak theorem to bound this probability.

The second preimage attack, where Eve has to find w �= w0 such that h(w) is equal to hash h(w0) of
given word w0, is the same as preimage attack in the quantum setting, because quantum hash functions
are injective.

4. QUANTUM INFORMATION COST OF QUANTUM HASH

Quantum information cost is what the two parties learn about each other’s inputs from the execution
of the protocol. Therefore, it also measures the amount of information that attacker can obtain from
quantum hash. In our case there is only one message transmitted between Alice and Bob, so definition
of quantum information cost is simplified to the following:

QIC(ΠHash, ρAB) =
1

2
I(C;R|B) =

1

2
(S(C|B)− S(C|RB))

=
1

2
(S(CB) + S(RB)− S(B)− S(RCB)),

where C is a message register, B is Bob’s input and R is a purifying register, and ΠHash is the protocol
described in Section 3.

Theorem 3. Let δ > 0 and ε > 0. Let ΨEBS be a (δ, ε)-quantum hash function defined as

|ΨEBS(g)〉 =
1√
t

t∑
i=1

χSi(g)|i〉,

where g ∈ G is an element of a group G, χh is a multiplicative character of a group G correspond-
ing to an h ∈ G, S ⊂ G is an ε-biased subset of G. Let ΨGR be defined as

|ΨGR(g)〉 =
1√
t

t∑
i=1

|i〉 ⊗ φ(ki(g))|0〉,

where g is an element of a group G, φ : G → Hom((H2)⊗d, (H2)⊗d) is a linear representation of
G on (H2)⊗d and K = {ki}, i = 1, . . . , t is a set of automorphisms of G such that ΨGR is a (δ, ε)-
quantum hash function. Then

QIC(ΠEBS , ρAB) ≤ (log t− 1) log |G|, QIC(ΠGR, ρAB) ≤ (log t+ log d− 1) log |G|.

Proof. (Sketch) Input state in our case is mixed state ρAB = 1
|G|2

∑
g1∈G

∑
g2∈G |gA1 〉〈gA1 | ⊗

|gB2 〉〈gB2 |. Here we define |g〉 as quantum state which encodes classical input g ∈ G. Therefore, by [13,
§ 2.5], state of purifying register and input register is

|RAB〉 = 1

|G|
∑

g1,g2∈G
|gRA

1 〉|gRB
2 〉|gA1 〉|gB2 〉,

ρRAB =
1

|G|2
∑

g1,g2,g3,g4∈G
|gRA

1 〉〈gRA
3 | ⊗ |gRB

2 〉〈gRB
4 | ⊗ |gA1 〉〈gA3 | ⊗ |gB2 〉〈gB4 |,
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where |gA〉, |gB〉, |gRA〉|gRB〉 are basis states of system A, system B and system R, correspondingly. The
state of the whole system RACB is

ρRABC =
1

|G|2
∑

g1,g2,g3,g4∈G
|gRA

1 〉〈gRA
3 | ⊗ |gRB

2 〉〈gRB
4 | ⊗ |gA1 〉〈gA3 | ⊗ |gB2 〉〈gB4 |

⊗ |ΨHash(g1)〉〈ΨHash(g3)|,
where |ΨHash(g)〉 is an image of a quantum hash function. It can be proved that for any of our quantum
hash functions

1

|G|
∑
g∈G

Tr(|ΨHash〉(g)〈ΨHash(g)|) = 1

and quantum information cost reduces to

I(C;R|B) =

(
S

(
1

|G|
∑
g∈G

|ΨHash(g)〉〈ΨHash(g)|
)
− 1

)
log |G|. (2)

We prove that

S

(
1

|G|
∑
g∈G

|ΨEBS(g)〉〈ΨEBS(g)|
)

≤ log t. (3)

We also prove that if φ is irreducible representation and its dimension is d, then

S

(
1

|G|
∑
g∈G

|ΨGR(g)〉〈ΨGR(g)|
)

≤ log t+ log d. (4)

Substituting (3) and (4) into (2), we complete the proof. �

5. HOLEVO ENTROPY OF QUANTUM HASH

Gavinsky and Ito [2] proved that accessible information in |ΨECC〉 is constant. However, they used
Shannon entropy of measurement result. Using the same technique, Vasiliev et al. [14] proved that
accessible information for |ΨEBS〉 is constant.

We prove similar result but use von Neumann entropy, i.e., we compute Holevo entropy Ξ(ρ) =
S(ρ)−

∑
x pxρx. This result is more natural in the following sense. Suppose that Alice prepares

quantum state ρ =
∑

x pxρx that depends on classical (random) variable x, i.e., she prepares one of
states ρx with probability px. Eve measure state ρ and get result y. She tries to decode this result into x.
The probability of incorrect decoding pe is bounded by Holevo inequality

H(pe) + pe(log |X| − 1) ≥ H(X|Y ) ≥ H(X) − Ξ(ρ).

So, if Ξ(ρ) is small, then it is hard for Eve to decode the state.

Theorem 4. Holevo entropy of quantum hash function |ΨEBS(g)〉 is Ξ(ρEBS) = t−1
t log t.

Proof. Let us compute Ξ(ρEBS):

ρg =
1

t2

t∑
i=1

t∑
j=1

χg(ki)χ
∗
g(kj)|i〉〈j|,

ρ =
1

|G|
∑
g∈G

ρg =
1

|G|t2
∑
g∈G

t∑
i=1

t∑
j=1

χg(ki)χ
∗
g(kj)|i〉〈j| =

1

t2

t∑
i=1

t∑
j=1

(
1

|G|
∑
g∈G

χg(ki − kj)

)
|i〉〈j|.

For i �= j, ki − kj �= 0G. It is known [15, Theorem 5.4] that for any nontrivial multiplicative charac-
ter χ

∑
g∈G χ(g) = 0, and, by definition, χg(0G) = 1. Therefore, ρ = I/t, and S(ρ) = Tr(ρ log ρ) =∑

i λi log λi = log t.

LOBACHEVSKII JOURNAL OF MATHEMATICS Vol. 39 No. 7 2018



ATTACKING QUANTUM HASHING 1045

Let us compute eigenvalues of ρg. Define vector a = 1/t(χg(k1)χg(k2) . . . χg(kt)). Then ρg = aaT .
It is easy to see that matrix aaT has eigenvalues (||a||200 . . . 0). Firstly, let u be

(aaT )u = λu, a(aTu) = λu, (aTu)a = λu.

Therefore, a is an eigenvector of aaT with eigenvalue ||a||2. Secondly, let v be any vector orthogonal
to aT : (aaT )v = λv, a(aT v) = λv. So, v is an eigenvector of aaT with eigenvalue 0. There are t− 1

linear independent vectors, orthogonal to aT . So we have found all eigenvalues of aaT = ρg.

Let us compute ||a||2: ||a||2 = 1
t2
∑t

i=1 χg(ki)χ
∗
g(ki) =

1
t2
∑t

i=1 χg(e) =
1
t . Therefore, S(ρg) =

(1/t) log t. Finally, we get

Ξ(ρ) = S(ρ)− 1

|G|
∑
g∈G

S(ρg) = log t− 1

t
log t =

t− 1

t
log t.

�

6. SUMMARY
We proposed two protocols based on quantum hash, one based on quantum hash function |ΨGR(g)〉

based on groups, and one based on |ΨEBS(g)〉 based on ε-biased sets. We computed quantum
information cost for these protocols:

QIC(ΠEBS , ρAB) = (log t− 1) log |G|, QIC(ΠGR, ρAB) = (log t+ log d− 1) log |G|.
Also we were able to compute Holevo entropy for protocol based on |ΨEBS(g)〉:

Ξ(ρEBS) =
t− 1

t
log t.

Holevo entropy gives us better bounds than Holevo–Nayak theorem which was used in earlier works.
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