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Abstract—In this paper we proved the new properties optimal schedules for unknown strongly NP-
complete scheduling problem of minimizing maximum lateness on a single machine, not allowing
preemption. Pseudopolynomial implementation of the general scheme for solving that problem based
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One of the known scheduling problems is the problem of minimizing maximum lateness on a
single machine. That problem is NP-complete [7] in the strong sense. It means that there is no
pseudopolynomial algorithm for its solution by assuming that classes NP and P do not coincide. The
problem of minimizing maximum lateness can be solved from polynomial time if preemption in the
process of any job is allowed [1, 8, 9].

Algorithms complexity O(n log n) for solving the problem in the case of equal release dates and equal
due dates were proposed in [9, 10]. A polynomial solution for the case of identical processing times
is obtained in [8, 11, 12]. In the article [6] algorithm pseudopolynomial complexity for solution NP ––
complete special case of the problem where the jobs can be renumber simultaneously in non-decreasing
due dates and non-increasing release dates developed and proved. The general scheme for solving that
problem is proposed and proved in the [4].

Formulate the problem. n jobs have to be processed on a single machine not earlier than the time t.
Machine can process at most one job at a time and preemption in the process for any job is not allowed.
Assume that the jobs are specified numbers from 1 to n. Assume N = {1, 2, ..., n}. The following data
spesified for each job j, j ∈ N : a release date rj ; a processing time pj ≥ 0; a due date dj . Numbers t, rj ,
pj , dj are integer. We will understand a permutation of any subset of the set N as the schedule. We will
denote Π(N ′, t′) the set schedules on the set of jobs N ′ ⊆ N which are begining at time t′ ≥ t. Schedule
of any subset of N ′ ⊆ N will be called a partial on the set N ′. Let π = (j1, j2, ...jn′) ∈ Π(N ′, t′), where
n′ = |N ′| is a number of elements in the set N ′, jk is a number of jobs, which is served by place number
k in schedule π. Completion time tjk

(π) of job jk, k = 1, n′, is as follows: tj1(π) = max{t′, rj1} + pj1 ;
tjk

(π) = max{tjk−1
(π), rjk

} + pjk
, k = 2, 3, ..., n′. We denote the lateness Lj(π) for job j ∈ N ′ in

schedule π, that is Lj(π) = tj(π) − dj .

Let π∗ ∈ Π(N ′, t′) be schedule at which the function F (π) = max
j∈N ′

Lj(π), π ∈ Π(N ′, t′), reaches a

minimal value on the set Π(N ′, t′). We named π∗ optimal schedule on the set Π(N ′, t′). If N ′ = � then
assume F (π) = −∞, π ∈ Π(N ′, t′), and schedule on an empty set will be denoted as π�. Thus, the
problem of minimizing maximum lateness on a single machine consists in finding the optimal schedule
on the set Π(N, t).
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We introduce the necessary notation in the future. Let N ′ ⊆ N , N ′ �= �, t′ ≥ t, π ∈ Π(N ′, t′).
Assume rmin(N ′) = min

i∈N ′
ri; rmax(N ′) = max

i∈N ′
ri; pmax(N ′) = max

i∈N ′
pi; T (π) = max

j∈N ′
tj(π); J∗(π) =

{j ∈ N ′ : F (π) = Lj(π)}; Jd(N ′) = {j ∈ N ′ : dj = min
i∈N ′

di}; Π∗(N ′, t′) = {π∗ ∈ Π(N ′, t′) : F (π∗) =

min
π∈Π(N ′,t′)

F (π)} be a set of optimal schedules on the Π(N ′, t′); �Πr(N ′, t′), �Πd(N ′, t′) be a sets of

schedules for the jobs from N ′ at time t′ in which the jobs are ordered nondecreasing release dates
and decreasing due dates respectively. We will write i

π→j if the job i is precedes the job j, i �= j, in the
schedule π . Notation i

π→N̄ , where N̄ ⊆ N ′, i �∈ N̄ , means that i
π→j ∀ j ∈ N̄ , and notation N̄

π→ ¯̄N ,
where N̄ , ¯̄N ⊆ N ′, N̄ ∩ ¯̄N = �, means that for all the pairs i, j such that i ∈ N̄ , j ∈ ¯̄N we have the
following relation i

π→j.
Lemma 1 [5]. Let N ′ ⊆ N , N ′ �= �, t′ ≥ t, jd ∈ Jd(N ′), π ∈ Π(N ′, t′). Then there is such a job

j∗ ∈ J∗(π) that j∗ ∈ {j ∈ N ′ : jd
π→j} ∪ {jd}.

Lemma 2 [4]. Let N ′ ⊆ N , N ′ �= �, t′ ≥ t, π∗ ∈ Π∗(N ′, t′), jd ∈ Jd(N ′), the sets N1, N2 ⊆ N ′

such that N1π∗
→jd

π∗
→N2, N1 ∪ N2 ∪ {jd} = N ′. Then schedule (�π1

r , jd, π
2∗) ∈ Π(N ′, t′), where �π1

r ∈
�Πr(N1, t′), π2∗ ∈ Π∗(N2, T (�π1

r , jd)), is optimal on the set Π(N ′, t′).
Further, we formulate and prove the properties of optimal schedules relating to the procedure service

the jobs in a partial schedules from which consists the optimal schedule adding specific jobs to the
original set.

Let N ′ ⊆ N and in the set N exists such jobs j′ and j′′ that

rj′ ≤ rj , dj′ ≥ dj ∀j ∈ N ′, (1)

rj′′ ≥ rj , dj′′ ≤ dj ∀j ∈ N ′. (2)

Indexes j′ and j′′ will be denoted j0(N ′) and jn+1(N ′), respectively. If in the set N there are no j′ and
j′′ that satisfy (1), (2) then we define fictitious jobs j′ and j′′ and assume such rj′ , rj′′ , dj′ , dj′′ that to
satisfy (1), (2). Denote them as above through the j0(N ′) and jn+1(N ′), respectively.

Lemma 3. Let N̄ ⊆ N , t′ ≥ t, N ′ = N̄ ∪ {jn+1(N̄)}, where jn+1(N̄ ) chosen by (2). Then there are
such subsets N1, N2 ⊆ N ′ that N1 ∪N2 = N ′ \ {jn+1(N̄ )}, and schedule π∗ = (�π1

r , j
n+1(N̄), �π2

d) ∈
Π(N ′, t′) for any �π1

r ∈ �Πr(N1, t′), �π2
d ∈ �Πd(N2, T (�π1

r , j
n+1(N̄))) is optimal.

Proof. By (2) jn+1(N̄) ∈ Jd(N ′). According to Lemma 2 we choose such the subset N1, N2 ⊆
N ′ ⊆ N ∪ {jn+1(N̄)} that N1 ∪ N2 = N̄ and schedule π = (�π1

r , j
n+1(N̄), π2∗) is optimal, where �π1

r ∈
�Πr(N1, t′), π2∗ ∈ Π∗(N2, T (�π1

r , j
n+1(N̄ ))).

By (2) follows that rjn+1(N̄) ≥ rj , j ∈ N2. It means that all jobs from the set N2 ready to process

to the start process job jn+1(N̄). Consequently, schedule �π2
d ∈ �Πd(N2, T (�π1

r , j
n+1(N̄))) in which jobs

from the set N2 are sheduled in order of nondecreasing due dates is optimal ([3], p. 110) for start time
T (�π1

r , j
n+1(N̄)). Therefore, F (π2∗) = F (�π2

d), and (�π1
r , j

n+1(N̄), �π2
d) is optimal schedule. �

Lemma 4. Let N̄ ⊆ N , t′ ≥ t, N ′ = N̄ ∪ {j0(N̄), jn+1(N̄ )}, where j0(N̄ ), jn+1(N̄) choosen by

(1), (2). Then exists an optimal schedule π∗ ∈ Π(N ′, t′) in which rightly j0(N̄)π∗
→j or j

π∗
→j0(N̄)

for each j ∈ N ′ \ {j0(N̄)}.
Proof. According to Lemma 3 we choose such the subset N1, N2 ⊆ N ′ ⊆ N ∪ {j0(N̄), jn+1(N̄)}

that N1 ∪ N2 = N ′ \ {jn+1(N̄)} and schedule π = (�π1
r , j

n+1(N̄), �π2
d) ∈ Π(N ′, t′), is optimal, where

�π1
r ∈ �Πr(N1, t′), �π2

d ∈ �Πd(N2, T (�π1
r , j

n+1(N̄))).

Let j0(N̄ ) ∈ N1. By (1) follows rj0(N̄) ≤ rj ∀ j ∈ N1. Then exists the schedule π̄1 ∈ �Πr(N1, t′)

in which job j0(N̄) is to process the first, that is j0(N̄) π̄1

→j ∀ j ∈ N1. Construct the schedule π′ =
(π̄1, jn+1(N̄ ), �π2

d) which differs from the π the order of process jobs from the set N1 and in which

j0(N̄ ) π′
→j ∀ j ∈ N ′ \ {j0(N̄)}. We will show that π′ is optimal schedule. By (2) follows djn+1(N̄) ≤ dj ∀
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j ∈ N ′ \ {jn+1(N̄ )}, so jn+1(N̄ ) ∈ Jd(N ′). Then from Lemma 1 follows that exists the jobs j∗ ∈ J∗(π)
and j′∗ ∈ J∗(π′) that j∗, j′∗ ∈ N2 ∪ {jn+1(N̄)}, therefore,

F (π) = max
j∈N2∪{jn+1(N̄)}

Lj(π) (3)

and

F (π′) = max
j∈N2∪{jn+1(N̄)}

Lj(π′). (4)

Since the �π1
r , π̄

1 ∈ �Πr(N1, t′) then T (�π1
r) = T (π̄1). Also the order of process the jobs from the set

N2 ∪ {jn+1(N̄)} same in the schedules π and π′. It follows considering (3), (4) F (π) = F (π′), therefore,
the schedule π′ is optimal.

Let j0(N̄) ∈ N2. By (1) dj0(N̄) ≥ dj ∀ j ∈ N2 then exists schedule π̄2 ∈ �Πd(N2, T (�π1
r , j

n+1(N̄ )))

in which job j0(N̄) to process latest, that is j
π̄2

→j0(N̄ ) ∀ j ∈ N2. Construct the schedule π′′ =
(�π1

r , j
n+1(N̄ ), π̄2), which differs from the π the order of process jobs from the set N2 and satisfies

j
π′′
→j0(N̄) ∀ j ∈ N ′ \ {j0(N̄)}. We will show that π′′ is optimal schedule. By (2) follows that djn+1(N̄) ≤

dj ∀ j ∈ N ′ \ {jn+1(N̄)}, therefore, jn+1(N̄ ) ∈ Jd(N ′). Then from lemma 1 follows that exist such jobs
j∗ ∈ J∗(π) and j′∗ ∈ J∗(π′′), j∗, j′∗ ∈ N2 ∪ {jn+1(N̄)}, therefore, satisfy (3) and

F (π′′) = max
j∈N2∪{jn+1(N̄)}

Lj(π′′).

Since the �π2
d, π̄

2 ∈ �Πd(N2, T (�π1
r , j

n+1(N̄))) then schedules �π2
d, π̄

2 in which the jobs from the set N2

scheduled in order nondecreasing due dates is optimal ([3], p. 110) for start time T (�π1
r , j

n+1(N̄)).
Therefore, F (�π2

d) = F (π̄2). Furthermore, tj(π) = tj(π′′) ∀ j ∈ N1 ∪ {jn+1(N̄)}. Hence, considering
(3), (4) F (π) = F (π′′), consequently, schedule π′′ is optimal.

Thus, from the transformation arbitrarily chosen optimal schedule π we received optimal schedules
π′, π′′ satisfying the lemma. �

Let N ′ ⊆ N , N ′ �= �, t′ ≥ t, jd ∈ Jd(N ′), π ∈ Π(N ′, t′). Denote Jmax(π, jd) = {j ∈ N ′ \ {jd} : rj ≥
rjd

, jd
π→j}, Jmin(π, jd) = {j ∈ N ′ \ {jd} : rj < rjd

, jd
π→j}. Note that the set Jmax(π, jd), Jmin(π, jd)

can be empty. In the [4] proved the existence an optimal schedule π∗ ∈ Π∗(N ′, t′) for which
Jmax(π∗, jd) = {j ∈ N ′ \ {jd} : rj ≥ rjd

} and propose a general scheme for finding that schedule
assuming that the set Jmin(π∗, jd) can be found by some algorithm A complexity O(x(n)), where x(n)
is a function of the dimension of the problem.

Scheme [4]. Initially assume t1 = max{rmin(N), t}, N1 = N , π1 = π�. Suppose that known tk,
Nk, πk, and k ≥ 1.

If Nk = � then πk ∈ Π∗(N, t), and the process ends. Otherwise, choose jk
d ∈ Jd(Nk), Jk

max =
{j ∈ Nk \ {jk

d} : rj ≥ rjk
d
}, find a set Jk

min = Jmin(π∗, jk
d ), π∗ ∈ Π∗(Nk, tk) using of some algorithm

A, and assume Nk+1 = Jk
min ∪ Jk

max, Nk = Nk \ (Jk
max ∪ Jk

min ∪ {jk
d}), πk+1 = (πk, �π

k
r , jk

d ), where
�πk

r ∈ �Πr(Nk, tk), tk+1 = T (πk+1).

The complexity of the scheme O(n2 + nx(n)) [4]. Despite the theoretical character of this scheme it
is possible to use it to solve new special cases of the problem which will be able to develop an algorithm
for finding the set Jmin(π∗, jd). Also scheme can be use for development a approximation algorithms for
solving the problem, different choice the set Jk

min on the each iteration of the scheme.
In this paper we propose a pseudopolynomial realization scheme using the lemmas 3, 4.

Describe the procedure J(N ′, t′, j′) which we will use to build the set Jk
min at the each iteration of

the scheme. The procedure consists from n iterations. Inside each iteration for each integer time point

the number of which does not exceed P = max{rmax(N), t} +
n∑

j=1
pj − max{rmin(N), t} the following

schedule is obtained by adding to the already constructed schedule job it have maximum release date
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among nonsequencing jobs. Adding jobs is performed so that the schedules are constructed procedure
will satisfy the properties formulated in lemmas 3, 4.

Procedure J(N′, t′, j′). If N ′ = � then assume ¯̄N = �, and the process ends. Otherwise,
enumerate jobs from the set N ′ so that j′ was the first and the follows inequalities are valid d1 ≤
d2 ≤ ... ≤ dn. Assume N1 = {1}, P1 = max{r1, t

′} +
∑

j∈N ′
pj − p1, πi

1 = (1), πi
1 ∈ Π(N1, i), N̄ i

1 = �,

¯̄N i
1 = � ∀ i = t′, P1. Suppose that known Nk, Pk, πi

k, N̄ i
k, ¯̄N i

k for each i = t′, Pk, and 1 ≤ k < n.

Assume Nk+1 = Nk ∪ {k + 1}, Pk+1 = Pk − pk+1, π′
i = (�πr, 1, �πd), �πr ∈ �Πr(N̄ i

k ∪ {k + 1}, i), �πd ∈
�Πd( ¯̄N i

k, t1(π
′
i)), π′′

i = (πi
k, k + 1), πi

k+1 = arg min{T (π) : π ∈ Πi}, Πi = {π ∈ {π′
i, π

′′
i } : F (π) =

min
π̄∈{π′

i,π
′′
i }

F (π̄)}, π′
i, π

′′
i , πi

k+1 ∈ Π(Nk+1, i) ∀ i = t′, Pk+1. If πi
k+1 = π′

i then N̄ i
k+1 = N̄ i

k ∪ {k + 1},

¯̄N i
k+1 = ¯̄N i

k. If πi
k+1 = π′′

i then N̄ i
k+1 = N̄ i

k, ¯̄N i
k+1 = ¯̄N i

k ∪ {k + 1}.

If k = n′ then ¯̄N = ¯̄N t′
n , and the process ends.

Theorem. Suppose that on each iteration of the scheme is faithful equality Jk
min = ¯̄N , where

the ¯̄N is constructed by procedure J(Nk, tk, j
k
d ). Then the complexity realization of the scheme is

O(n2P ) operation, where P = max{rmax(N), t} +
∑

j∈N ′
pj .

Proof. To evaluate the complexity for the procedure J(N ′, t′, j′). The O(n log n) operations enough
for renumber jobs in nondecreasing due dates ([2], chapter 5). Number of construction schedules
πi

k+1 is no more than P on the each iteration of procedure. To calculate values F (π′
i), F (π′′

i ), T (π′
i),

T (π′′
i ), obviously, required O(n) operations. Therefore, to construct each schedule πi

k+1 enough O(n)
operations, and to build all schedules πi

k+1 on iteration k require O(nP ) operations. Consequently, the
complexity of the one iteration is O(nP ). Since the procedure J(N ′, t′, j′) consists from n iteration then
it complexity is O(n2P ) operations.

Considering complexity of the scheme is O(n2 + nx(n)) operations, then its realization using
procedure J(N ′, t′, j′) require O(n2P ) operations. �

Realization of the scheme using the procedure J(N ′, t′, j′) showed good experimental results. From
1000 conducted experiments which had dimensions 3 ≤ n ≤ 15 in 243 examples were built optimal
schedule, in the remaining 767 cases F (πJ)/F (π∗) < 21

20 , where π∗ ∈ Π∗(N, t), shedule πJ ∈ Π(N, t) is
constructed by scheme using the procedure J(N ′, t′, j′).
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