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In this work, we propose a new approach to devel�
oping optimality conditions for degenerate smooth
optimization problems with inequality constraints of
the following form:

(1)

where g(x) = (g1(x), …, gm(x)) and functions f, gi: �
n → �

are assumed to be sufficiently smooth. The approach is
based on the theory of p�regularity, presented, for
example, in [1–4].

1. REDUCTION OF THE GENERAL 
DEGENERATE CASE TO A SPECIAL ONE

Without loss of generality consider the case of p =
2, because it is most illustrative and demonstrates the
main idea of the proposed approach. In this and the
following parts of the paper, to simplify the notation,
we assume that all constraints are active at the solution
x*, that is the set of indices of active constraints can be
written as I(x*) = {1, 2, …, m}. Indeed, in the case of

imize
x S∈

min f x( ),

S x( ) x �
n g x( ) 0≤∈{ },=

presence of inactive constraints, all results will hold
with zero Lagrange multipliers corresponding to the
inactive constraints.

When constructing optimality conditions for prob�
lem (1), it is convenient to assume that there is a num�
ber r such that

(2)

At the same time, one of the main ideas of the pro�
posed in the paper approach is to reduce degenerate
problems to a new form for which (2) is satisfied.

Introduce an additional set:

Fix some element h ∈ Hg(x*) and define a set of
indices:

We will describe a procedure for constructing special
acute cones generated by the vectors (x*), i ∈ I1(x*, h),
under an assumption that |I1(x*, h)| = m1 ≠ 0. These
special cones are required below for constructing opti�
mality conditions.

We will require that, while constructing cones, each
index contained in the set I1(x*, h) was used for deter�
mining at least one cone, and all derived acute cones
were different, so that their total number is s ≤ m1.
Namely, for constructing the cone number k, where
k = 1, 2, …, s, indices i1, …,  ∈ I1(x*, h) are used and

are selected in such a way that vectors (x*), …,

(x*) generate the largest possible acute cone and

ij ≠ il if j ≠ l. As a result, there exists an element γi ∈ �n

gi' x*( ) 0, i≠ 1 2 … r,, , ,=

gi' x*( ) 0, i r 1+ r 2+ … m., , ,= =

Hg x*( ) h �
n gi' x*( ) h,〈 〉 0 i I x*( )∈,≤∈{ }.=

I1 x* h,( ) i I x*( ) gi' x*( ) h,〈 〉 0=∈{ }.=

gi'

irk

gi1
'

girk

'
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such that 〈 (x*), γi〉 < 0, j = i1, …, , and for all indi�

ces j ∈ Jk(x*, h) = I1(x*, h)\{i1, …, }, the following is

satisfied:

where  ≥ 0, …,  ≥  0.

For each index j ∈ Jk(x*, h), introduce new map�
pings

and, therefore, get s sets Fk, where k = 1, 2, …, s, and
each set Fk consists of functions (x), …, (x),

(x), j ∈ Jk(x*, h), and satisfies the conditions

(3)

In addition to the set S introduced in (1), for each
k = 1, 2, …, s define

Lemma 1. There exist sets of functions Fk, k = 1,

2, …, s, defined above and such that S = .

Lemma 1 implies that problem (1) can be written in
the form

Therefore, we need to write optimality conditions for
each set Sk taking into account implementation of the
conditions (3) for it, and then take the union of these
optimality conditions for all values of the index k.
Optimality conditions constructed in this way will give
optimality conditions for the original problem (1)
under some regularity assumption for the set S =

. Notice that conditions (3) are similar to con�

ditions (2) for the special case of problem (1). We will
consider this special case in part 2.

Assume that there exists a vector h ∈ Hg(x*), satis�
fying the following inequalities

Notice that if such h is not found, then x* is an isolated
feasible point for problem (1).

Recall that all indices under consideration belong
to the set 

I1(x*, h) = {i ∈ I(x*)|〈 (x*), h〉 = 0},

gj' irk

irk

gj' x*( )– αj i1
gi1
' x*( ) … αj irk

girk

' x*( ),+ +=

αj i1
αj irk

g̃j x( ) gj x( ) αj i1
gi1

x( ) … αj irk

girk

x( )+ + +=

gi1
girk

g̃j

g̃j' x*( ) 0, j Jk x* h,( ).∈=

Sk x �
n

 gi1
x( ) 0 … girk

x( ) 0,≤, ,≤∈
⎩
⎨
⎧

=

g̃j x( ) 0, j Jj x* h,( ),∈≤

��gj x( ) 0, j I x*( )\I1 x* h,( )∈≤
⎭
⎬
⎫

.

Sk
k 1=

s

∩

minimize f x( ), x Sk.
k 1=

s

∩∈

Sk
k 1=

s

∩

g̃j'' x*( )h h,〈 〉 0, j Jk x* h,( ), k∈≤ 1 2 … s., , ,=

gi'

where h ∈ Hg(x*), and define

Definition 1. We say that mapping g(x): �n → �m is
2�regular at the point x* ∈ �n along vector h ∈
Hg(x*), if there exists ξ ∈ �n, satisfying the inequali�
ties

Notice that Definition 1 is a generalization of the
Mangasarian�Fromovitz constraint qualification.
However, there are examples where the definition does
not hold (see Example 1 below). To analyze those
problems, we introduce a more general definition.

Definition 2. We say that mapping g(x):  �n → �m

is tangent 2�regular at the point x* ∈ �n along vector
h ∈ Hg(x*), if for any ξ ∈ �n that satisfies the inequal�
ities

there exist feasible elements x ∈ S in the form

where α > 0 is sufficiently small, ω(α) = o(α),  → 0

as α → 0, and ||η(α)|| = o(ω(α)).
If Definition 2 does not hold, then we need to ana�

lyze cases with p > 2, which are considered in part 3.
Introduce a generalized 2�factor Lagrange func�

tion

Notice again that conditions (3) are satisfied.
Theorem 1. Let x* be a local minimizer for problem (1),

f ∈ C1(�n) and g ∈ C 2(�n ). Assume that mapping g(x)
is tangent 2�regular at the point x* along vector
h ∈ Hg(x*) and 〈f '(x*), h〉 = 0. Then there exists

λ*(h) = ( (h)  

I0
1k x* k,( ) i1 … irk

, ,{ },=

I0
2k x* h,( ) i Jk x* h,( ) g̃i'' x*( )h h,〈 〉 0=∈{ },=

I0
1 x* h,( ) I0

1k x* h,( ),
k 1=

s

∪=

I0
2 x* h,( ) I0

2k x* h,( ).
k 1=

s

∪=

gi1
' x*( ) ξ,〈 〉 0 … girk

' x*( ) ξ,〈 〉, , 0,< <

g̃j'' x*( )h ξ,〈 〉 0, j I0
2 x* h,( ),∈<

k 1 2 … s., , ,=

gi1
' x*( ) ξ,〈 〉 0 … girk

' x*( ) ξ,〈 〉, , 0,≤ ≤

g̃j'' x*( )h ξ,〈 〉 0, j I0
2 x* h,( ),∈≤

k 1 2 … s,, , ,=

x x* αh ω α( )ξ η α( ),+ + +=

α2

ω α( )
����������

L2 x λ h( ) h, ,( ) f x( ) λi h( )gi x( )

i I0
1

x h,( )∈

∑+=

+ λi h( ) g̃i' x( ) h,〈 〉 .

i I0
2

x h,( )∈

∑

λi* )
i I0

1
x* h,( ) I0

2
x* h,( )∪∈
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such that λ*(h) ≥ 0 and

(4)

Notice that since (x*, h) ⊂ I1(x*, h), (x*, h) ⊂
I1(x*, h) and, for every index j ∈ Jk(x*, h), the follow�
ing holds

where  ≥ 0, …,  ≥ 0, then conditions (4) can be

written in the following equivalent form

where λi ≥ 0 and γi ≥ 0.

2. SPECIAL DEGENERATE CASE 
WITH p = 2

In this part of the paper, we consider a special
degenerate case, when for problem (1), conditions (2)
are satisfied.

Introduce set H2(x*) that consists of all h ∈ �n such
that the following inequalities hold:

For some h ∈ H2(x*), also introduce additional sets:

.

Definition 3. Mapping g(x) is called 2�regular at the
point x* ∈ �n along the vector h ∈ H2(x*), if either
I1(h) =  and I2(h) = , or there exists ξ = ξ(h) ∈ �n

such that

(5)

Definition 4. Mapping g(x) is called 2�regular at the
point x* ∈ �n, if, for every h ∈ H2(x*), either I1(h) =

 and I2(h) = , or there exists ξ = ξ(h) such that
condition (5) is satisfied.

We also introduce the 2�factor�Lagrange function:

where x, h ∈ �n and λ(h) = (λi(h) .

For problem (1) the following optimality condi�
tions hold.

Theorem 2. Let f(x) ∈ C1(�n) and g(x) ∈ C 2(�n).
Assume that mapping g(x) is 2�regular at the point x*.

L2x' x* λ* h( ) h, ,( ) 0.=

I0
1 I0

2

g̃j x( ) gj x( ) αj i1
gi1

x( ) … αj irk

girk

x( ),+ + +=

αj i1
αj irk

f ' x*( ) λigi' x*( )
i I1 x* h,( )∈

∑ γigi'' x*( )h
i I1 x* h,( )∈

∑+ + 0,=

gi' x*( ) h,〈 〉 0, i≤ 1 2 … r,, , ,=

gi'' x*( )h h,〈 〉 0, i≤ r 1+ r 2+ … m., , ,=

I1 h( ) i 1 2 … r, , ,{ }  gi' x*( ) h,〈 〉 0=∈{ },=

I2 h( ) i r 1+ r 2+ … m, , ,{ } gi'' x*( )h h,〈 〉 0=∈{ }=

� �

gi' x*( ) ξ,〈 〉 0, i I1 h( ),∈<

gi'' x*( )h ξ,〈 〉 0, i I2 h( ).∈<

� �

L2 x λ h( ) h, ,( ) f x( ) λi h( )gi x( )
i I1 h( )∈

∑+=

+ λi h( ) gi' x( )h〈 〉 ,

i I2 h( )∈

∑

)i I1 h( )∈ I2 h( )∪

1. If x* is a local minimizer for problem (1), then for
any h ∈ H2(x*) either

(6)

or there exists vector λ*(h) = ( (h)  such

that

(7)

2. If for any h ∈ H2(x*) either condition (6) is satis�
fied or there exists β > 0 such that (7) holds and

where (h) = (h) for i ∈ I1(h), and (h) = 

for i ∈ I2(h), then x* is an isolated local minimizer for
problem (1).

We will illustrate the introduced concepts and The�
orem 1 by the following example.

Example 1. Let in problem (1),

and the constraints are defined in the following way:

In this example, x ∈ �3 and x* = (0, 0, 0)T. Consider
h = (1, 0, 1)T.

Then m = 3, m1 = 2, s = 2, I1(0, h) = {2, 3}. Con�
structing the cone number k = 1, we have r1 = 1, (x) =

g2(x), J1(0, h) = {3}, and (x) = –  +  + . Con�

structing the cone number k = 2 we have r2 = 1, (x) =

g3(x), J2(0, h) = {2}, and (x) = –  +  + .

We get two systems of inequalities

(A)

(B)

Using the notation introduced above, we have S1 =
{x ∈ �n| (A)}, S2 = {x ∈ �n| (B)}.

Notice that in this example, 〈f '(x*), h〉 = 0,
(x*)[h] = (x*)[h] = (–2, 0, 2)T, and mapping g(x)

is tangent 2�regular at the point x* along the vector h.
Therefore, all conditions of Theorem 1 are satisfied
and there exist (h) ≥ 0, i = 1, 2, 3, 4, such that con�
dition (4) is satisfied:

f ' x*( ) h,〈 〉 0>

λi* )i I1 h( )∈ I2 h( )∪

L2x
' x* λ* h( ) h, ,( ) 0, λ* h( ) 0.≥=

L2xx
'' x* λ̃* h( ) h, ,( ) h[ ]2 β h 2

,≥

λ̃i* λi* λ̃i*
λi* h( )

3
������������

f x( ) x1 x2 x3– x1
2 x2

2 x3
2+ + + +=

g1 x( ) x1,–=

g2 x( ) x2,–=

g3 x( ) x2 x1
2– x2

2 x3
2
.+ +=

g11

g̃3 x1
2 x2

2 x3
2

g21

g̃2 x1
2 x2

2 x3
2

g1 x( ) x1– 0,≤=

g2 x( ) x2– 0,≤=

g̃3 x( ) x1
2– x2

2 x3
2 0;≤+ +=

g1 x( ) x1– 0,≤=

g3 x( ) x2 x1
2– x2

2 x3
2+ + 0,≤=

g̃2 x( ) x1
2– x2

2 x3
2 0.≤+ +=

g̃2'' g̃3''

λi*
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3. GENERAL DEGENERATE CASE 
WITH p > 2

In this part, we consider the general degenerate
case, namely, the results given in this part, will be for�
mulated for some p ≥ 2. Similarly to the approach
described in the previous parts of the paper, the con�
straints of the problem (1) can be reduced to equiva�
lent ones in such a way that, without change of the
notation, the constraints satisfy the following rela�
tions:

…

Introduce the sets:

…

Definition 5. We say that mapping g(x): �n → �m is
p�regular at the point x* ∈ �n along the vector h ∈

Hg(x*), if there exists ξ ∈ �n, satisfying the following
inequalities:

…

Theorem 3. Let x* be a local minimizer of problem (1),
f ∈ C1(�n) and g ∈ C p + 1(�n). Assume that mapping
g(x) is p�regular at the point x* along the vector h ∈
Hg(x*) and 〈f'(x*), h〉 = 0. 

Then there exists 

λ*(h) = ( (h)  

such that λ*(h) ≥ 0 and

Notice that similarly to the Definition 2 given
above, one can introduce a definition of the mapping
g(x): �n → �m, which is tangent p�regular at the point
x* ∈ �n along the vector h ∈ Hg(x*) for p > 2, and for�
mulate more general optimality conditions similar to
ones given in Theorem 3.
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