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Abstract—There was significant recent progress in the field of deep learning, which has led to compelling
advances in most tasks of semantic computer vision (e.g., classification, detection, and segmentation). Point
cloud registration is a problem in which two or more different point clouds are aligned by estimation of the
relative geometric transformation between them. This well-known problem plays an important role in many
applications such as SLAM, 3D reconstruction, mapping, positioning, and localization. The complexity of
the point cloud registration increases due to the difficulty of feature extraction related to a large difference in
the appearances of a single object obtained by a laser scanner from different points of view. Millions of points
created every second require high-efficiency algorithms and powerful computing devices. The well-known
ICP algorithm for point cloud registration and its variants have relatively high computational efficiency, but
are known to be immune to local minima and, therefore, rely on the quality of the initial rough alignment.
Algorithm operation with the interference caused by noisy points on dynamic objects is usually critical for
obtaining a satisfactory estimate, especially when using real LiDAR data. In this study, we propose a neural
network algorithm to solve the problem of point cloud registration by estimating the soft alignment of the
points of the source and target point clouds. The proposed algorithm efficiently works with incongruent noisy
point clouds generated by LiDAR. Results of computer simulation are presented to illustrate the efficiency of
the proposed algorithm.
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INTRODUCTION
Registration of 3D point clouds plays a key role in

robotics and computer vision, allowing identification
of a rigid transformation for alignment of two point
clouds with unknown point relations. Such a process
has been widely applied in various fields, including
reconstruction of 3D scenes [1–3], localization [4],
and autonomous driving [5]. The conventional itera-
tive closest point (ICP) method has long been a regis-
tration standard [6–14], involving alternating steps of
solving point alignment and applying rigid transfor-
mations. However, ICP relies on good initial align-
ment and often converges to local minima. Recent
advent of deep learning models [15–23] has revolu-
tionized computer vision, leading to the creation of
faster and more reliable point cloud registration algo-
rithms compared to classical methods. Several algo-
rithms based on deep learning (e.g., deep closest point
(DCP) [18], PRNet [19], RPMNet [20], and IDAM
[21]) employ neural networks to establish alignment
using multidimensional descriptors. The DCP neural
network using Dynamic Graph CNN (DGCNN)

extracts local objects from point clouds for soft fitting
and least squares solutions, assuming a one-to-one
correspondence in two point clouds. PRNet extends
DCP by including a keypoint detection module for
partial registration. RPMNet uses annealing to obtain
soft assignments to point alignment from hybrid
objects obtained from both spatial coordinates and
local geometry. IDAM combines features and Euclid-
ean information into a corresponding matrix, using a
two-stage learning method to eliminate points for reg-
istration.

On the contrary, the proposed method employs a
two-branch strategy for object description that
includes both location information and rotation-inde-
pendent local objects. This strategy aims to achieve
multi-dimensional point cloud embedding, differing
from existing methods that substantially rely on simi-
larity of object descriptors and face problems related to
large rotations and significant differences in cloud
coordinates. In this work, we propose a simple neural
network architecture that uses soft alignment of points
of source and target clouds and a weighted two-point
1
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ICP functional instead of a conventional two-point
ICP functional [6, 24]. The weight of a pair of points
is chosen based on the probability that the pair belongs
to common subsets of cloud points. The point weights
are calculated based on the point descriptors calcu-
lated in the proposed architecture. The proposed neu-
ral network algorithm uses elements of the Point-
Net++ network [25]. The network was trained on the
ModelNrt40 database [26]. Computer simulation
illustrates the operation of the proposed algorithm.

The structure of the article is as follows. Section 1
presents the formulation of the problem and describes
the algorithms for solving it. Section 2 presents the
results of computer modeling. Section 3 contains the
conclusions.

1. NEURAL NETWORK ARCHITECTURE
This paper describes a simple architecture of neural

network using PointNet++ network elements [25].
The proposed neural network algorithm calculates
descriptors of all points in point clouds, determines
point alignment, and calculates transformations from
the SE(3) group to align two given point clouds.

Let P =  and Q =  be the source

and target point clouds (  and
). We consider point  and its neigh-

borhood in P with radius r. In this neighborhood, we
consider K points. Additional points are ignored if the
neighborhood contains more than K points, and cop-
ies of a point from the neighborhood are added if the
neighborhood contains less than K points. Thus, we
map a set containing K elements to point pi and do this
for all points from P and Q. The descriptors of all
points in P are calculated as follows.

Let B be the batch size.
First layer. The original tensor has dimension (B, 3, sp).

We use the previously calculated neighborhoods of all
points sp and obtain tensor (B, sp, K, 3); after rearranging
the dimensions, the tensor dimension is (B, 3, K, sp). We
use 2D convolution with parameters in_channels = 3,
out_channels = 64, kernel_size = 1, stride = 1, and pad-
ding = 0, so that the tensor dimension after convolu-
tion is (B, 64, K, sp). The ReLu activation function and
batch normalization are used. After convolution, the
maximum in the tensor along the dimension with
index 2 (the dimension is K) is calculated and the out-
put tensor has parameters (B, 64, sp).

Third layer. The input tensor has dimension
(B, 128, sp). We use the previously calculated neighbor-
hoods of all points sp and obtain tensor (B, sp, K, 128);
after rearranging the dimensions, the tensor dimen-
sion is (B, 128, K, sp). We use 2D convolution with
parameters in_channels = 128, out_channels = 256,
kernel_size = 1, stride = 1, and padding = 0, so that the
tensor dimension after convolution is (B, 256, K, sp).
The ReLu activation function and batch normaliza-

1,...,
psp p 1,...,

qsq q
3, , 1,..., ,i j pp q R i s∈ =

1,..., qj s= ip P∈
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tion are used. After convolution, the maximum in the
tensor along the dimension with index 2 (the dimen-
sion is K) is calculated and the output tensor has
parameters (B, 256, sp).

Fourth layer. The input tensor has dimension
(B, 256, sp). We use the previously calculated neighbor-
hoods of all points sp and obtain tensor (B, sp, K, 256);
after rearranging the dimensions, the tensor dimen-
sion is (B, 256, K, sp). We use 2D convolution with
parameters in_channels = 256, out_channels = 256,
kernel_size = 1, stride = 1, and padding = 0, so that the
tensor dimension after convolution is (B, 256, K, sp).
The ReLu activation function and batch normaliza-
tion are used. After convolution, the maximum in the
tensor along the dimension with index 2 (the dimen-
sion is K) is calculated and the output tensor has
parameters (B, 256, sp).

Fifth layer. The input tensor has dimension
(B, 256, sp). We use the previously calculated neighbor-
hoods of all points sp and obtain tensor (B, sp, K, 256);
after rearranging the dimensions, the tensor dimen-
sion is (B, 256, K, sp). We use 2D convolution with
parameters in_channels = 256, out_channels = 512,
kernel_size = 1, stride = 1, and padding = 0, so that the
tensor dimension after convolution is (B, 512, K, sp).
The ReLu activation function and batch normaliza-
tion are used. After convolution, the maximum in the
tensor along the dimension with index 2 (the dimen-
sion is K) is calculated and the output tensor has
parameters (B, 512, sp).

A vector of size 512 is considered as a descriptor of
point P. Similarly, we calculate the descriptors of
points in the point cloud Q. When the descriptors of all
points in P and Q are calculated, we generate matrix W
of size sp × sq. Elements of the matrix Wij are the prob-
abilities of alignment of points pi and qj (i = 1, ..., sp, j =
1, ..., sq). Matrix W is used to form a virtual point cloud

(1)

where i = 1, ..., sp. We assume that point pi corresponds
to point  (i = 1, ..., sp). Thus, we set up a soft align-
ment of point clouds P and Q. Then, we search for the
maximum value wi in the ith row of matrix W. The
value is considered as weight coefficient wi of the pair
( ) (i = 1, ..., sp). We consider the following
functional:

(2)

where ,  and the conditional varia-
tional problem

(3)

1( ) ( ) ,...,( )
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Table 1. Accuracy of calculation of rotation and parallel
translation with respect to norms L1 and L2

RCNN TCNN RCNN + ICP TCNN +ICP

L1 0.949362 0.165098 0.000002 0.000000
L2 0.376923 0.101902 0.000001 0.000000
provided that . Let Cp be the center of mass
of cloud P

(4)

and P ′ be the centroid of cloud P

(5)
where i = 1, ..., sp. Let P' be the centroid of matrix P

(6)

Similarly, matrix (vQ)' is the centroid of (vQ)'

(7)

The following matrix is also introduced:

(8)

Variational problem (3) can be reduced to the condi-
tional variational problem

(9)

provided that . Matrix M is given by

(10)
Matrix M can be represented as a matrix product using
decomposition with respect to singular values:

(11)
where U and Vt are orthogonal matrices and S is a
diagonal matrix. Note that PyTorch supports the SVD
decomposition and backpropagation of error for it.
The solution to variational problem (9) is written as

(12)

and the parallel translation vector can be calculated as

(13)

The number of trainable weights of the resulting
network is 480344. The error function is the MSE
weighted sum between the estimated and true trans-
formation (rotation and translation) matrices.
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The Adam algorithm was used with a learning rate
parameter of 0.001.

The batch size is B = 10, and the neighborhood size
is K = 32. The network was trained using pairs of point
clouds from part of the ModelNet40 database [26].

The network was trained for 5 epochs. The loss
functions were loss = 0.66, 0.0339, 0.0114, 0.0081,
0.0076, and 0.0075 prior to training and after the first,
second, third, fourth, and fifth epochs, respectively.

2. COMPUTER SIMULATION
We apply the proposed neural network to the

ModelNet40 database [26]. The database contains
12311 mesh CAD models belonging to 40 classes. The
training part of the database consists of 9843 point
clouds, and the testing part consists of 2468 point
clouds. For each model, 1024 points are uniformly
selected from the mesh faces. Only information from
the database about the coordinates of the point is used.
For each cloud P = , rotation angles rela-
tive to the x, y, and z axes are randomly selected from
an interval of [–π/8; π/8] and coordinates of the
translation vector are randomly selected from an inter-
val of [−0.25; 0.25]. The matrix (in homogeneous
coordinates) of this transformation is denoted as Mtrue.
We apply matrix Mtrue to matrix P related to cloud P
and obtain matrix Q related to cloud Q = :

(14)
We use the proposed neural network (CNN) as an
algorithm for rough alignment of point clouds and
point-to-point ICP (PtP) as a refinement algorithm.
To demonstrate the efficiency of the proposed
method, ten experiments were performed, and the
results are presented in the following figures and
tables.

Figure 1a shows the initial position of source point
cloud P and target point cloud Q, Fig. 1b shows the
position of the point clouds after CNN, and Fig. 1c
shows the position of the point clouds after CNN +
PtP. Table 1 presents the errors of the considered algo-
rithms with respect to the L1 and L2 norms.

Figure 2a shows the initial position of source point
cloud P and target point cloud Q, Fig. 2b shows the
position of the point clouds after CNN, and Fig. 2c
shows the position of the point clouds after CNN +
PtP. Table 2 presents the errors of the considered algo-
rithms with respect to the L1 and L2 norms.

1 1024{ ,..., }p p

1 1024{ ,..., }q q

true .M=Q P
 ELECTRONICS  2024
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Fig. 1. (a) Point clouds: (gray dots) source and (black dots) target; (b) results of the CNN registration; and (c) result of the
CNN + PtP registration.

(a) (b) (c)

Fig. 2. (a) Point clouds: (gray dots) source and (black dots) target; (b) results of the CNN registration; and (c) result of the
CNN + PtP registration.

(a) (b) (c)
Figure 3a shows the initial position of source point
cloud P and target point cloud Q, Fig. 3b shows the
position of the point clouds after CNN, and Fig. 3c
shows the position of the point clouds after CNN +
PtP. Table 3 presents the errors of the considered algo-
rithms with respect to the L1 and L2 norms.

Figure 4a shows the initial position of source point
cloud P and target point cloud Q, Fig. 4b shows the
position of the point clouds after CNN, and Fig. 4c
shows the position of the point clouds after CNN +
PtP. Table 5 presents the errors of the considered algo-
rithms with respect to the L1 and L2 norms. 
JOURNAL OF COMMUNI

Table 2. Accuracy of calculation of rotation and parallel
translation with respect to norms L1 and L2

RCNN TCNN RCNN + ICP TCNN + ICP

L1 0.505952 0.080382 0.000002 0.000000
L2 0.227929 0.059801 0.000001 0.000000
Figure 5a shows the initial position of source point
cloud P and target point cloud Q, Fig. 5b shows the
position of the point clouds after CNN, and Fig. 5c
shows the position of the point clouds after CNN +
PtP. Table 5 presents the errors of the considered algo-
rithms with respect to the L1 and L2 norms.

Figure 6a shows the initial position of source point
cloud P and target point cloud Q, Fig. 6b shows the
position of the point clouds after CNN, and Fig. 6c
shows the position of the point clouds after CNN +
PtP. Table 6 presents the errors of the considered algo-
rithms with respect to the L1 and L2 norms.
CATIONS TECHNOLOGY AND ELECTRONICS  2024

Table 3. Accuracy of calculation of rotation and parallel
translation with respect to norms L1 and L2

RCNN TCNN RCNN + ICP TCNN + ICP

L1 0.059883 0.005147 0.000002 0.000000
L2 0.028952 0.004066 0.000001 0.000000
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Fig. 3. (a) Point clouds: (gray dots) source and (black dots) target; (b) results of the CNN registration; and (c) result of the
CNN + PtP registration.

(a) (b) (c)

Fig. 4. (a) Point clouds: (gray dots) source and (black dots) target; (b) results of the CNN registration; and (c) result of the
CNN + PtP registration.

(a) (b) (c)
Figure 7a shows the initial position of source point
cloud P and target point cloud Q, Fig. 7b shows the
position of the point clouds after CNN, and Fig. 7c
shows the position of the point clouds after CNN +
JOURNAL OF COMMUNICATIONS TECHNOLOGY AND

Table 4. Accuracy of calculation of rotation and parallel
translation with respect to norms L1 and L2

RCNN TCNN RCNN + ICP TCNN + ICP

L1 0.376001 0.121047 0.000001 0.000000
L2 0.167898 0.071043 0.000001 0.000000
PtP. Table 7 presents the errors of the considered algo-
rithms with respect to the L1 and L2 norms.

Figure 8a shows the initial position of source point
cloud P and target point cloud Q, Fig. 8b shows the
 ELECTRONICS  2024

Table 5. Accuracy of calculation of rotation and parallel
translation with respect to norms L1 and L2

RCNN TCNN RCNN + ICP TCNN + ICP

L1 1.948246 0.304671 0.000001 0.000000
L2 1.948246 0.187354 0.000001 0.000000
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Fig. 5. (a) Point clouds: (gray dots) source and (black dots) target; (b) results of the CNN registration; and (c) result of the
CNN + PtP registration.

(a) (b) (c)

Fig. 6. (a) Point clouds: (gray dots) source and (black dots) target; (b) results of the CNN registration; and (c) result of the
CNN + PtP registration.

(a) (b) (c)

Fig. 7. (a) Point clouds: (gray dots) source and (black dots) target; (b) results of the CNN registration; and (c) result of the
CNN + PtP registration.

(a) (b) (c)
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Fig. 8. (a) Point clouds: (gray dots) source and (black dots) target; (b) results of the CNN registration; and (c) result of the
CNN + PtP registration.

(a) (b) (c)

Fig. 9. (a) Point clouds: (gray dots) source and (black dots) target; (b) results of the CNN registration; and (c) result of the
CNN + PtP registration.

(a) (b) (c)
position of the point clouds after CNN, and Fig. 8c
shows the position of the point clouds after CNN +
PtP. Table 8 presents the errors of the considered algo-
rithms with respect to the L1 and L2 norms.
JOURNAL OF COMMUNICATIONS TECHNOLOGY AND

Table 6. Accuracy of calculation of rotation and parallel
translation with respect to norms L1 and L2

RCNN TCNN RCNN + ICP TCNN + ICP

L1 2.275989 0.249078 0.000003 0.000001
L2 0.933218 0.160645 0.000001 0.000000
Figure 9a shows the initial position of source point
cloud P and target point cloud Q, Fig. 9b shows the
position of the point clouds after CNN, and Fig. 9c
shows the position of the point clouds after CNN +
 ELECTRONICS  2024

Table 7. Accuracy of calculation of rotation and parallel
translation with respect to norms L1 and L2

RCNN TCNN RCNN + ICP TCNN + ICP

L1 0.942749 0.160958 0.000002 0.000001
L2 0.367263 0.109005 0.000001 0.000000
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Fig. 10. (a) Point clouds: (gray dots) source and (black dots) target; (b) results of the CNN registration; and (c) result of the
CNN + PtP registration.

(a) (b) (c)
PtP. Table 9 presents the errors of the considered algo-
rithms with respect to the L1 and L2 norms.

Figure 10a shows the initial position of source point
cloud P and target point cloud Q, Fig. 10b shows the
position of the point clouds after CNN, and Fig. 10c
shows the position of the point clouds after CNN +
PtP. Table 10 presents the errors of the considered
algorithms with respect to the L1 and L2 norms.

We use large rotation angles in experiment 10, and
the algorithm yields a false transformation, since the
proposed CNN is trained on relatively small rotation
angles.
JOURNAL OF COMMUNI

Table 8. Accuracy of calculation of rotation and parallel
translation with respect to norms L1 and L2

RCNN TCNN RCNN + ICP TCNN + ICP

L1 1.808907 0.174372 0.000001 0.000000
L2 0.689345 0.111230 0.000000 0.000000

Table 9. Accuracy of calculation of rotation and parallel
translation with respect to norms L1 and L2

RCNN TCNN RCNN + ICP TCNN + ICP

L1 1.198202 0.270670 0.000001 0.000000
L2 0.541937 0.167172 0.000001 0.000000

Table 10. Accuracy of calculation of rotation and parallel
translation with respect to norms L1 and L2

RCNN TCNN RCNN + ICP TCNN + ICP

L1 7.443286 1.626208 7.383439 1.719010
L2 2.778001 1.059065 2.812945 1.072411
CONCLUSIONS
We proposed a simple neural network algorithm for

registering point clouds in 3D space. The proposed
neural network is based on soft alignment of source
and target point clouds and employs a weighted point-
to-point ICP function to estimate an orthogonal
transformation that matches the point clouds. Soft
alignment of point clouds using a probability matrix
describes the semantic similarity of points. The pro-
posed network together with the two-point ICP shows
good results in the reconstruction of a 3D model. The
efficiency of the proposed algorithm is evaluated in
the ModelNet40 database.
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