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1 1. INTRODUCTION

In recent decades, the significance of cluster�
ing/classification problems has been increased. Some
contemporary trends in clustering researches are as
follows: (a) clustering of very�large data, (b) study and
implementation of fast clustering methods, and
(c) multicriteria clustering models/methods. It may be
reasonable to point out main types of clustering appli�
cations in communication networks, wireless sensor
networks: (1) clustering and positioning/location in
sensor/communication network (nodes, hubs, sta�
tion) (e.g., [23, 36, 103, 211]), (2) design of hierarchal
structures for networks, design of network topology
(e.g., [42, 43, 81, 104, 123]), detection/assignment of
cluster heads in communication/sensor networks
(e.g., [211]), (3) clustering based routing, including
multi�hop routing (e.g., [89, 93, 100, 103, 211]),
(4) hierarchical channel access methods (e.g., [31, 89,
103, 105, 116]).

This article focuses on combinatorial clustering
approaches. The following is examined: (1) literature
analysis for basic combinatorial methods/models for
clustering and for clustering in large scale data
sets/networks; (2) quality characteristics of clustering
solutions; (3) multicriteria clustering models;
(4) graph based clustering methods (minimum span�
ning tree based clustering methods, clique based clus�
tering, correlation clustering, network communities
based clustering); (5) fast clustering approaches.
Many numerical examples illustrate considered prob�

1 The article was translated by the authors.

lems and methods. Two applied examples for network�
ing are briefly described: (1) clustering scheme based
on network node types, (2) clustering based schedul�
ing in multi�beam antenna systems. The article is
based on materials from electronic preprint [124].
Table 1 contains a list of basic contemporary combina�
torial clustering approaches.

2. ON CLUSTERING IN LARGE SCALE 
DATA SETS/NETWORKS

In recent years, the significance of clustering in
large�scale data bases and analysis and modeling in
large networks has been increased, for example:
(i) clustering of large data sets (e.g., [21, 91, 94, 178]);
(ii) detection of communities in large networks (e.g.,
[39, 73, 87, 88, 117, 162, 208]); (iii) detection of com�
munities in mega�scale networks (e.g., [22, 196]);
(iv) tracking evolving communities in large networks
(e.g., [88]). Table 2 illustrates some dimensional layers
(classification) of data sets/networks.

3. QUALITY OF CLUSTERING SOLUTION

Here “hard” clustering problem is examined. Con�
sider initial items/elements of element set A = {a1, …,
aj, …, an}. Two types of initial information for cluster�
ing can be examined: 1. there are m parameters/crite�
ria and measurement of a ∈ A is based on vector esti�
mate  = (x1, …, x1, …, xm); 2. binary relation(s) over
element set A (including weighted binary relation(s);
this is a structure over obtained clusters of a graph).
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Table 1. Combinatorial approaches to clustering

No. Approaches, algorithmic schemes Source(s)

1 Some surveys:

1.1 General [67, 96, 134]

1.2 Graph clustering [172]

1.3 Approximate graph partitioning [58]

1.4 Cross�entropy method for clustering, partitioning [112, 169, 184]

1.5 Cell formation (in industrial engineering) [72, 175, 181]

1.6 Clustering ensemble algorithms [195]

1.7 Multicriteria classification and sorting methods [168, 214]

2 Basic combinatorial optimization problems:

2.1 Minimal spanning tree approach [75, 138, 154, 160, 186, 197, 201]

2.2 Partitioning based clustering [11, 25, 44, 52, 58, 180]

2.3 Assignment/location based clustering [71]

2.4 Graph matching [173]

2.5 Dominant set based clustering [36, 81, 158, 211]

2.6 Covering based clustering [6, 137, 171]

2.7 Clique based clustering [6, 21, 30, 54, 70, 109, 176]

2.8 Structural clustering (detection of communities) [4, 144, 146, 163, 202]

3 Correlation clustering [2, 18, 51, 111, 183]

4 Graph�based data clustering with overlaps [62]

5 Segmentation problems [107]

6 Cluster graph modification problems [176, 177]

7 Multi�criteria decision making in clustering�sorting [65, 165, 166, 214]

8 Consensus clustering:

8.1 Voting�based consensus of cluster ensembles [12, 170]

8.2 Consensus partitions [76]

9 Algorithmic schemes:

9.1 Enumerative methods:

9.1.1 Branch�and�bound methods [38]

9.1.2 Dynamic programming [210]

9.2 Local optimization heuristics:

9.2.1 Simulated annealing algorithms [29, 149, 174]

9.2.2 Tabu search algorithms [149, 182]

9.2.3 Ant colonies algorithms [99, 204]

9.2.4 PSO methods [35, 185, 193]

9.2.5 Variable neighborhood search [82, 83, 84, 85]

9.3 Genetic algorithms, evolutionary strategies [14, 47, 90, 153, 190]

9.4 Hyper�heuristic approach [41, 114, 189]
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Note, the first type of  initial information can be trans�
formed into the second type. A clustering solution
consists of the following two parts:

(1) Clusters  = {X1, …, Xι, … Xλ}, i.e. dividing set

A into clusters: Xι ⊆ A ∀ι =  ηι = |Xι| is the cluster

size (i.e., cardinality for cluster Xι, ι = ).

(2) Structure over clusters (if needed). Let  be
a structure over the clusters of the clustering solution

X̂

1 λ, ;

1 λ,

Γ X̂( )

 i.e., there exists digraph G =  Let Γ(Xι) be

the structure over the elements of cluster Xι (∀Xι ∈ ).
The list of basic quality characteristics is the fol�

lowing (Table 3):
1. Quality of clusters (i.e., local quality parameters

in clustering solution):
1.1. Intra�cluster distance (i.e., general proximity

between elements in each cluster):

X̂, X̂ Γ X̂( ).,

X̂

Iintra Xι( )(ι 1 λ, )= .

Table 2. Dimensional layers of data sets/networks

No. Type of studied
data sets/networks

Number
of objects/net�

work nodes
Examples of applications Some

source(s)

1 Simplified
data sets/ networks
(e.g., small groups)

~10…60 (i) student group, [212]

(ii) sport club network,

(iii)laboratory group,

(iv)Web page structure,

(v)product assortment (product variety)

2 Simple data sets/ networks ~100 (i) university department, [146]

(ii) animal network,

(iii) big firm department,

(iv)department of government organization,

(v)network of books/articles (close by topic(s)),

(vi) social network of bottlenose dolphins,

(vii) supply chain network,

(viii) network of software system components

3 Traditional data sets/networks ~1 k (i) citation networks, [69]

(ii) university network,

(iii) collaboration network,

(iv) urban systems,

(v) consumers bases,

(vi) multiple server computer systems

4 Large data sets/networks ~10 k (i) research society network, [146]

(ii) sensor networks,

(iii) manufacturing technology networks

5 Very large data sets/networks ~100 k (i) client bases, [39]

(ii) VLSI,

(iii) medical patients bases

6 Mega�scale data
sets/networks

~1 M (i) university library, [196]

(ii) bases of editorial houses

7 Super�scale data
sets/networks

~10 M (i) library networks, [22]

(ii) Internet�based shops,

(iii)protein sequence databases

8 To�day's / prospective
Web�based data sets/networks

~100 M…1 B (i) World Wide Web,

 (ii) social networks (e.g., Twitter, Facebook)
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Version 1. Quantitative parameter as integration of
quantitative element proximities (distances) in the
cluster.

Version 2. Multiset parameter as integration of
ordinal estimates of element proximities [121, 123].
The approach is illustrated by example.

Example 1. Example for three clusters is depicted
in Fig. 1: X1 = {1, 2, 3, 4}, X2 = {5, 6, 7}, X3 = {8, 9, 10,

11, 12}. Ordinal scale [1, 2, 3] for estimates of element
similarity is used:

1 corresponds to “very similar”,

2 corresponds to “medium level”,

3 corresponds to “very different” (in this case the
edge in Fig. 1 is absent).

Ordinal proximities of edges are presented in Table 4.
The resultant multiset intra�cluster parameters for
clusters are: Iintra(X1) = (2, 3, 1), Iintra(X2) = (1, 1, 1),
Iintra(X3) = (4, 2, 4).

1.2. Number of elements in cluster (or in each clus�
ter, i.e., cluster size) corresponds to constraints, for
example: π– ≤ ηι = |Xι| ≤ π+ (π–, π+ are predefined lim�

its of the cluster size) (∀Xι ∈ ).

The quality parameter corresponds to external
requirement (from the viewpoint of applied prob�
lem(s), e.g., teams, communication systems).

X̂

Table 3. List of quality characteristics

No. Quality type Notation Description

I Cluster X
ι 1 ≤ ι ≤ λ

1.1 Intra�cluster distance Iintra(X
ι
) Proximity between elements of cluster

1.2 Size of cluster |X
ι
| Number of elements in cluster X

ι

1.3 Quality of cluster form Closeness to predefined form
(e.g., ball, ellipsoid) (if needed)

1.4 Size of cluster region Difference between “max” and “min”
coordinates (by parameters)

1.5 Quality of cluster content Configuration of element types (if needed)

1.6 Quality of cluster structure Proximity of structure over cluster
elements to predefined structure (if needed)

II Clustering solution

2.1 Total intra�cluster quality Integration of intra�cluster parameters

2.2 Total inter�cluster quality Integration of inter�cluster parameters

2.3 Number of clusters (λ) Number of clusters in clustering solution

2.4 Closeness to cluster size Balance by cluster size, closeness
to predefined balance vector

2.5 Quality by forms of clusters Integration of cluster form parameters

2.6 Parameter of cluster regions Integration of cluster regions sizes (by coordinates)

2.7 “Correlation clustering functional” Integration of maximum agreement (in each cluster)
and minimum disagreements (between clusters) [17, 18]

2.8 Quality of modularity Parameter of network modularity [69, 144]

III Quality of structure over clusters Closeness to predefined structure

IV Multicriteria quality
Integrated vector of quality e.g., 

 

X̂ X̂ X1 … Xι … Xλ, , , ,{ }=

Q
intra

X̂( )

Qinter X̂( )

Qnum X̂( )

Qbal X̂( )

Qform X̂( )

Qreg X̂( )

Qcorr X̂( )

Q
mod

X̂( )

Q
struc

X̂( )

Q X̂( ) Q X̂( ) Q
intra

X̂( ) Q
inter

X̂( ) Q
bal

X̂( ), ,( )=

Cluster X1 Cluster X2 Cluster X3

1 2

3 4

5

6 7

8
9

10
11

12

Fig. 1. Local intra�cluster quality (for cluster).
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1.3. Quality of cluster form (e.g., body, envelope,
cover), for example: sphere/ball, ellipsoid, globe (i.e.,
closeness to the required cluster form).

1.4. Quality as constraint for size of cluster region
(limits for interval for coordinates of cluster elements).
Let us consider cluster X = {x1, …, xξ, …, xφ}, parame�
ter estimates of each cluster element xξ are (vector esti�

mate, parameters i = ):  = (  …,  …, ).

Constraints are (by each parameter ∀i = )
(Fig. 2):

The quality parameter corresponds to external
requirement (from the viewpoint of applied prob�
lem(s), e.g., communication systems).

1.5. Quality of the cluster contents/structure
(if needed), for example (a composite “team”): 1 ele�
ment of the 1st type, 3 elements of the 2nd type, 2 ele�
ments of the 3rd type, 1 element of the 4th type. Here
proximity of the obtained cluster content to the
required content can be considered.

1.6. Quality of cluster structure (if needed) for

cluster Xι (∀Xι ∈ ), i.e., proximity δ(Γ(Xι), Γ0(Xι)),
where Γ0(Xι) is the predefined structure over the clus�
ter elements.

2. Total quality for clustering solution (i.e., for clus�
ter set):

2.1. Total intra�cluster quality for clustering solu�

tion  is an integrated measure of intra�cluster
parameters {Iintra(Xι)) of all clusters in clustering solu�

tion (i.e., ι = ).

Version 1. Total qualitative quality parameter for
qualitative local estimates:

Note, integration process can be based on summariza�
tion and some other operations (maximization, mini�
mization, etc.).

1 m, xξ x1
ξ
, xi

ξ
, xm

ξ

1 φ,

xi
ξ

ξ = 1 φ,
max xi

ξ

ξ = 1 φ,
min– di, ∀i≤ 1 m, .=

X̂

Qintra X̂( )

1 λ,

Qintra X̂( ) 1
λ
�� Iintra Xι( ).
ι 1 λ,=

∑=

Version 2. Total multiset quality parameter for mul�
tiset local estimates. The approach is illustrated by
example.

Example 2. Example for three clusters is depicted
in Fig. 3 (for simplification the cardinality of clusters is
the same): X1 = {1, 2, 3}, X2 = {4, 5, 6}, X3 = {7, 8, 9};

clustering solution is:  = {X1, X2, X3}. Ordinal scale
[1, 2, 3] for estimates of element similarity is used:
1 corresponds to “very similar”, 2 corresponds to
“medium level”, 3 corresponds to “very different”
(in this case the corresponding edge is absent). Ordi�
nal proximities of edges in clusters are presented in
Table 5.

X̂

Table 4. Ordinal proximities (intra�cluster, edge {i1, i2))

i1 i2: 2 3 4 6 7 9 10 11 12

1 2 1 2

2 3 2

3 1

5 2 3

6 1

8 1 1 2 3

9 3 3 1

10 3 2

11 1

Cluster Xd
i1

d
i2

Fig. 2. Size of cluster region.

Cluster X2

Cluster X3

1 2

3

4

5 6

7 8

9

Cluster X1

Fig. 3. Intra� and inter�cluster qualities.

Table 5. Ordinal proximities (intra�cluster, edge (i1, i2))

i1 i2: 2 3 5 6 8 9

1 2 2

2 1

4 2 1

5 1

7 2 1

8 1
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The resultant multiset intra�cluster parameters for
clusters are:

Integration of the above�mentioned intra�cluster
multiset estimates can be based on two methods (e.g.,
[121, 123]):

(a) summarization (by the vector components):

 = (5, 4, 0), the obtained integrate estimate
corresponds to an extended lattice;

(b) searching for a median multiset estimate:

 = (2, 1, 0).

2.2. Total inter�cluster quality for clustering solu�

tion  is an integrated measure of inter�cluster

parameters  of all cluster pairs in clus�

tering solution (i.e., ι1 =  ι2 =  ι1 ≠ ι1).

Version 1. Total qualitative quality parameter for
qualitative local estimates as integration of all qualita�
tive two�cluster inter�cluster proximities/distances:

Note, integration process can be based on summariza�
tion and some other operations (maximization, mini�
mization, etc.).

Version 2. Total multiset quality parameter for mul�
tiset local estimates. The approach is illustrated by
example.

Example 3. The example is based on data from pre�
vious example 2 (i.e., Fig. 3). Table 6 contains inter�
cluster ordinal proximities.

Inter�cluster multiset estimates are:

Integration of the above�mentioned intra�cluster
multiset estimates can be based on two methods (e.g.,
[121, 123]):

Iintra X1( ) 1 2 0, ,( ),=

Iintra X2( ) 2 1 0, ,( ), Iintra X3( ) 2 1 0, ,( ).= =

Qintra X̂( )

Qintra X̂( )

Qinter X̂( )

Iintra Xι1
Xι2
,( )( )

1 λ, , 1 λ, ,

Qinter X̂( ) 1
λ λ 1–( )
����������������� Iinter Xι1

Xι2
,( ).

ι1 1 λ, ι2, 1 λ, ι1 ι2≠,= =

∑=

Iinter X1 X2,( ) 0 2 7, ,( ),=

Iinter X1 X3,( ) 0 1 8, ,( ), Iinter X2 X3,( ) 0 2 7, ,( ).= =

(a) summarization (by the vector components):

 = (0, 5, 22);
(b) searching for a median multiset estimate:

 = (0, 2, 7).
2.3. Total number of clusters in clustering solution

 for example: �– ≤  ≤ �+ (�–, �+ are
predefined limits of the total cluster number). The
quality parameter corresponds to external require�
ment (from the viewpoint of applied problem(s)). This
is connected to 1.2.

2.4. Closeness of element cluster sizes in clustering
solution to the predefined cluster size constraints, i.e.,
balance (or imbalance) of cluster cardinalities

 for example: π– ≤ |Xι)| ≤ π+ (π–, π+ are general
limits of each cluster size. Evidently, here the bal�
ance/imbalance (i.e., out�of�balance) estimate of a
clustering solution can be consider as the number of
clusters that corresponds (or does not correspond) to
the constraints. The estimates can be examined as a
vector�like estimate or a multiset estimate, for exam�
ple: the number of “good” clusters (with “good/right”
cluster size), the number of quasi�good clusters (with
quasi�right cluster size), and the number of other clus�
ters. This parameter corresponds to external require�
ment (from the viewpoint of applied problem(s)).
Now let us describe the version of the vector�like esti�

mate. The notations are as follows: (a)  is the

number of clusters in  in which the cluster size Xι

complies with the predefined limits, (b)  is the

number of clusters in  where the cluster size Xι more

then  (upper limit) by l elements, (c) be the

number of clusters in  where the cluster size Xι less

then  (bottom limit) by l elements. As a result, the
following vector estimate can be considered:

Note, a close type of the vector estimate (vector
proximity) has been suggested for comparison of rank�
ings in [118]. The approach is illustrated by example.

Example 4. Initial set of objects is: A = {1, 2, 3, 4, 5,
6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17}, clustering

solution is:  X1 = {1, 5, 7}, X2 = {2}, X3 = {3, 6, 10,
13, 17}, X4 = {11, 12}, X5 = {4, 12, 14, 15}, X6 = {8, 16}.
The following constrains for cluster size are consid�
ered:  = 2,  = 3. Vector estimate for balance of

cluster cardinalities is:  =

 = (1, 3, 1, 1).

The considered approach is close to Y�balanced

partitioning (clustering solution ) when size of each

Qinter X̂( )

Qinter X̂( )

Qnum X̂( ), λ X̂( )

Qbal X̂( ),

π0 X̂( )

X̂

π+l X̂( )

X̂

π̂+ π– l X̂( )

X̂

π̂–

Qbal X̂( )

=  πl– X̂( ) … π 1– X̂( ) π0 X̂( ) π1 X̂( ) … πl+ X̂( ), , , , , ,( ).

X̂:

π̂1 π̂2

Qbal X̂( )

π 1– X̂( ) π0 X̂( ) π1 X̂( ) … π2 X̂( ), , , ,( )

X̂

Table 6. Ordinal proximities (inter�cluster, edge (i, j))

i j : 4 5 6 7 8 9

1 3 3 3 3 3 3

2 2 2 3 3 3 3

3 3 3 3 3 3 2

4 3 3 3

5 3 3 3

6 2 3 2
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obtained cluster |Xι| ≈  where 

(i.e., λ) is the number of obtained clusters.
2.5. Total quality for balance (or imbalance) of

cluster forms (i.e., cluster bodies/covers) in a cluster�

ing solution  for example: majority of clus�
ters of a clustering solution have the same (or about the
same) bodies (e.g., spheres/balls, ellipsoids, globes).

Evidently, it is possible to consider a measure of
imbalance, analogically as in parameter 2.3.

2.6. Total quality  as constraints for size of
cluster regions (limits for interval of cluster element
coordinates for each cluster). Let us consider cluster

Xι = {xι,1, …, xι,ξ, …, }. Parameter estimates of
each cluster element xι,ξ are (vector estimate, parame�

ters ι =  and clusters ι = ):  =

 Constraints are (by each

parameter ∀i = ) (Fig. 2):

The quality parameter corresponds to external
requirement (from the viewpoint of applied prob�
lem(s), e.g., communication systems).

2.7. The “correlation clustering functional” to
maximize the intra�cluster agreement (attraction) and
the inter�cluster disagreement (repulsion) has been

proposed in [17, 18] . Here, partitioning a
fully connected labeled graph is examined (label “+”
corresponds to edge between similar vertices, label “–”
corresponds to edge between different vertices). The

optimization functional  is an integration
(i.e., summarization) of two components: (i) the max�
imizing number of “–” edges between clusters (i.e.,
minimizing disagreements), (b) the number of “+”
edges insides the clusters (i.e., maximizing agree�
ments) (e.g., [2, 15, 17, 18, 51, 111, 183]). Weighted
versions of the “correlation clustering functional” are
considered as well (e.g., [32, 33, 51]).

2.8. Modularity of clustering solution  is
defined as follows (e.g., [69, 142, 144, 146]) (Fig. 4).
Let G = (A, E) be an initial graph, where A is the set of
nodes, E is the set of edges. Clustering solution for

graph G is:  = {X1, …, Xι, …, Xλ}. Let Aι be the set of

nodes in cluster Xι (ι = ). Let Eι be the set of inter�

nal edges in cluster Xι (ι = ), i.e., all corresponding

nodes belong to Aι. Let  be the set of external edges

for cluster Xι (ι = ), i.e., the only one correspond�
ing node belong to Aι. The definitions are illustrated in

n

� X̂( )
���������� ∀Xι X̂∈( ) � X̂( )

Qform X̂( ),

Qreg X̂( )

x
ι φ

ι
,

1 m, 1 λ, xι ξ,

x1
ι ξ, … xi

ι ξ, … xm
ι ξ,, , , ,( ).

1 λ,

xi
ξ

ξ = 1 φι,
max xi

ξ

ξ = 1 φι,
min– di, ∀i≤ 1 m, , ∀ι 1 λ, .= =

Qcorr X̂( )( )

Qcorr X̂( )

Qmod X̂( )

X̂

1 λ,

1 λ,

Ẽ
ι

1 λ,

Fig. 4 for a four cluster solution (cluster X3). Thus, the
following parameters for each cluster Xι can be used:

(a) eι =  (% edges in module ι),

(b) aι =  (% edges with at least one end in

module ι). 

Further, general modularity of clustering solution
for graph G is:

Clustering problem to maximize the modularity is
NP�hard [27]. The approach is illustrated by example.

Example 5. Let us consider modularity parameters
for clustering solution from Fig. 4. Here, |E| = 26.
Parameters for clusters are:

(1) |E1| = 6,  = 4, e1 = 0.23, a1 = 0.38; (2) |E2| = 4,

 = 4, e2 = 0.15, a2 = 0.3; (3) |E3| = 3,  = 4, e3 =

0.115, a3 = 0.27; (4) |E4| = 4,  = 2, e4 = 0.15, a4 =
0.23. The resultant modularity parameter for cluster�

ing solution is:  = (0.23 – 0.14) + (0.15 –
0.09) + (0.115 – 0.073) + (0.15 – 0.053) = 0.09 +
0.06 + 0.42 + 0.097 = 0.667.

3. Quality of structure over clusters (e.g., tree, hier�

archy) (if needed)  Here a proximity of the

obtained structure  in clustering solution  and

a predefined structure Γ0 is examined:  =

 Clearly, various scales for assessment of
the proximities can be used (e.g., qualitative, ordinal,
vector�like, multiset) (e.g., [120, 123]).

4. Generally, it is reasonable to consider multicri�
teria quality of clustering solutions that integrates the
above�mentioned clustering characteristics, for
example:

E ι

E
�������

Ẽι Eι+
E

������������������

Qmod X̂( ) eι aι( )2–( ).
ι 1=

λ

∑=

Ẽ1

Ẽ2 Ẽ3

Ẽ4

Qmod X̂( )

Qstruc X̂( )( ).

Γ X̂( ) X̂

Qstruc X̂( )

δ Γ X̂( ) Γ0,( ).

Q X̂( ) Qinter X̂( ) Qintra X̂( ) π X̂( ), ,( ).=

X1

X2

X3
X4

External

edges for X3: E3

Internal
edges for X3: E3

~

Fig. 4. Modularity in graph clustering.
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As a result, the clustering problem can be formu�
lated as generalized multicriteria optimization prob�
lem (i.e., Pareto�efficient solutions have to be
searched for), for example:

In the case of multiset estimates, the multiple cri�
teria optimization clustering problem can be consid�
ered on the basis of quality lattices (poset�like scales)
as follows (i.e., Pareto�efficient solutions over posets
have to be searched for):

 (by lattice, Fig. 5a)

 (by lattice, Fig. 5b)

s.t. Iintra(Xι) � I0, ∀ι =  I0 is reference multiset
estimate ∀Xι (by lattice, Fig. 5c),

Qbal( ) � π0, π0 is reference multiset estimate (bal�
ance by cluster size, by lattice, Fig. 5d),

Qstruc =  (closeness to predefined
general structure Γ0).

Thus, Fig. 5 illustrates the integrated “discrete
space” (poset) for total multiset based vector quality of

clustering solution 

minQintra X̂( ), maxQinter X̂( )

s.t.  Qbal X̂( ) � π0
, Qstruc

 δ Γ X̂( ) Γ0,( ) δ0
.≤=

minQintra X̂( )

maxQinter X̂( )

1 λ, ,

X̂

δ Γ X̂( ) Γ0,( ) δ0≤ ,

X̂.

In the case of “soft” clustering problems, it is nec�
essary to examine measures of solution “softness”
(e.g., total parameter for intersection of clusters).

4. GRAPH BASED CLUSTERING

4.1. Minimum Spanning Tree Based Clustering

The preliminary building of minimum trees is
widely used in many combinatorial problems (e.g.,
[67]). The algorithmic complexity estimate for this
spanning problem over graph equals O(nlogn) (n is the
number of graph vertices). Minimum spanning tree
based clustering algorithms have been studied and
applied by many researchers (e.g., [74, 75, 113, 138,
154, 160, 181, 197, 201]). The basic stages of the algo�
rithms are as follows:

Stage 1. Calculation of distance/proximity matrix Z.
Stage 2. Design of the corresponding graph G.
Stage 3. Building of the minimum spanning tree T

for graph G.
Stage 4. Clustering of the vertices of tree T (e.g., by

algorithm of deletion of branches, by algorithm of
hierarchical clustering).

Stage 5. Stopping.
Further, the usage of hierarchical clustering at

stage 4 is considered. Complexity estimates for mini�
mum spanning tree clustering algorithm (by stages)
are presented in Table 7.

(a) Total intra�cluster

quality Q intra(X )

 (b) Total inter�cluster

quality Q intra(X )

(c) Local intra�cluster

quality I intra(X ι), ∀ ι

(d) Total balance by

cluster sizes Qbal(X )

Ideal
points

I0
π0

Ideal
point

Ideal
point

Fig. 5. Illustration for quality posets (lattices).

Table 7. Complexity estimates of stages for minimum spanning tree based clustering

Stage Description Complexity estimate (running time)

Stage 1 Calculate distance matrix Z O(n2)

Stage 2 Design the corresponding graph G O(n2)

Stage 3 Building the minimum spanning tree O(nlogn)

Stage 4 Clustering of the tree vertices O(nlogn)

Stage 5 Stopping O(1)
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Stages 3, 4, 5 correspond to the situation when a
graph is examined as initial data. In this case, com�
plexity of the algorithm equals O (nlogn).

Example 6. Initial set of objects is: A = {1, 2, 3, 4, 5,
6, 7, 8, 9, 10, 11, 12}. Table 8 contains proximity
matrix (symbol “�” corresponds to a very big value).

Figure 6 depicts corresponding graph, G = (A, E),
Figure 7 depicts spanning tree T = (A, E '), and cluster�
ing solution. Generally, it is reasonable to point out
threshold based modification of graph G = (A, E) over
object set A: deletion of edges by condition: the weight
“>” the threshold. Decreasing the threshold leads to
decreasing the cardinality of E. This process can be
very useful for analysis and processing of initial data in
clustering. Let us consider an illustration of the above�
mentioned process on the basis graph from example 6
(basic proximity matrix from Table 8): (i) threshold
equals 2.6: graph G = (A, E) in Fig. 6; (ii) threshold
equals 1.4: graph G1 = (A, E1) in Fig. 8; (iii) threshold
equals 0.5: graph G2 = (A, E2) = T = (A, E ') in Fig. 7
(here: spanning tree); (iv) threshold equals 0.3: graph
G3 = (A, E3) in Fig. 9.

As a result, a useful structure can be found. The
described by example procedure is an auxiliary prob�
lem. Another significant problem consists in analysis

of the obtained graph: (a) connectivity, (b) similarity
to tree (or hierarchy, clique). Now, a modified version
of adaptive minimum spanning tree clustering algo�
rithm is examined. Initial data are: (a) set of
objects/alternatives A = {A1, …, Ai, …, An}, (b) set of

parameters/criteria  = {C1, …, Cj, …, Cm}, (c) esti�

mate matrix X = {xij}, i =  j =  xij is qualita�
tive estimate of Ai on criterion Cj. The algorithm is:

Stage 1. Calculation of proximity matrix Z = {zik},

i =  k =  where zik is estimate of proximity
(distance) between Ai and Ak (Euclidean metric is

used). Evidently, zii = 0, ∀i = 

Stage 2. Transformation of matrix Z into ordinal
matrix Y = {yik}. Let us consider the maximum and
minimum values of elements of matrix Z:

Thus an interval is obtained [zmin, zmax] and d =
zmax – zmin. Now an additional integer parameter δ
(e.g., 3, 4, 5, 6) is used. Let δ = 5. Then elements of

C

1 n, , 1 m, ,

1 n, , 1 n, ,

1 n, .

zmin
min

∀i 1 n, i, 1 k,= =
zik{ },=

zmax
max

∀ i 1 n, i, 1 k,= =
zik{ }.=

Table 8. Proximities for example (edge (i1, i2))

i1 i2: 2 3 4 5 6 7 8 9 10 11 12

1 0.3 1.4 1.45 �  � �  � �  � �  �

2 0.3 �  � 2.6 0.2 1.8 �  � �  �

3 0.4 �  � 1.65 0.25 �  � �  �

4 0.4 �  � 0.45 1.9 �  � �

5 �  � � 0.35 1.5 �  �

6 0.1 �  � � 1.4 �

7 0.41 �  � 0.4  �

8 0.9  � 2.1 �

9 0.15 �  0.5

10  � 2.0

11 2.5

1

2 3 4

5

6
7 8

9 10

11 12

Fig. 6. Graph G = (A, E).

Cluster X2

Cluster X3Cluster X1

1

2
3 4

5
6 7 8 9 10

11 12

Fig. 7. Spanning tree T = (A, E ').
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new matrix Y (i.e, adjacency matrix) are based on the
following calculation:

Stage 3. Obtaining an interconnected graph over
elements A (iterative approach):

Let Δ = 1, 2,… be an integer algorithmic parameter
(for the algorithm cycle).

Step 3.1. Initial value Δ = 1.
Step 3.2. Transformation of ordinal matrix Y into

Boolean matrix B = {bik}:

Step 3.3. Building a graph over elements A: GΔ =
(A, ΓΔ), where ΓΔ is the set of edges, edge (Ai, Ak) exists
if bik = 1.

yik

0, if 0.0 zik d/δ,≤ ≤

1, if d/δ zik< 2d/δ,≤

2, if 2d/δ zik< 3d/δ,≤

3, if 3d/δ zik< 4/δ,≤

4, if 4d/δ zik< d.≤⎩
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎧

=

bik

1, if yik Δ,<

0, if yik Δ.≥⎩
⎨
⎧

=

Step 3.4. Analysis of connectivity for graph GΔ =
(A, ΓΔ). If the graph is connected, then GOTO
Step 3.6.

Step 3.5. Δ = Δ + 1 and GOTO Step 3.2.

Step 3.6. Building of minimum spanning tree for

graph GΔ = (A, ΓΔ): TΔ = (A, ). Here, several well�
known algorithms can be used, for example: Borovka’s
algorithm Prim’s algorithm, Kruskal’s algorithm
[7, 66, 67, 45, 161, 209]. Complexity estimate of the
algorithms is: O(plogn) (or less [209]) (p is the number
of edges, n is the number of vertices). 

Step 3.7. Clustering set A on the basis of spanning

tree TΔ = (A, ) while taking into account an algo�
rithmic parameter: a number of elements a in each
obtained cluster α' ≤ α ≤ α'', for example α' = 4,
α" = 6. The constrains above have to be based on
applied analysis.

Stage 4. Stop.

Complexity estimates for the described adaptive
algorithm (by stages) is presented in Table 9.

The general complexity estimate (running time) of
the described adaptive algorithm equals O(n2).

ÊΔ

ÊΔ

1

2 3 4 5

6 7 8 9 10

11 12

Fig. 8. Graph G1 = (A, E1).

1

2 3 4 5

6
7 8 9 10

11 12

Fig. 9. Graph G3 = (A, E3).

Table 9. Complexity estimates for adaptive minimum spanning tree based algorithm

Stage/step Description Complexity estimate

Stage 1 Calculation of distance matrix Z O(n2)

Stage 2 Transformation of matrix Z into ordinal matrix Y O(n2)

Stage 3 Design of interconnected graph over elements A O(n2)

Step 3.1 Specifying the start of the cycle O(1)

Step 3.2 Transformation of matrix Y into Boolean matrix B O(n2)

Step 3.3 Building of graph G that corresponds to matrix B O(n2)

Step 3.4 Analysis of connectivity of graph G O(n)

Step 3.5 Correction of cycle parameter O(1)

Step 3.6 Building of minimum spanning tree T for graph G O(nlogn)

Step 3.7 Clustering of vertices of spanning tree T (limited cluster size) O(n)

Stage 4 Stopping O(1)
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Generally, the problem of k�balanced partitioning
a tree is NP�hard (k is the number of elements in each
cluster of clustering solution) [61].

Note, the obtained clustering solution has a prop�
erty: “modularity”. This can be very important for
many applied problems (e.g., close cardinalities of
clusters/groups: local region elements in communica�
tion network, student teams).

4.2. Clique Based Clustering

Here, an initial graph G = (A, E) is examined as ini�
tial data. In a clique (complete graph/subgraph), each
vertex is connected to all other the vertices A quasi�
clique can be examined, for example, as a clique with�
out one�two edges. The cliques (or quasi�cliques)
form a very strong clusters (from the viewpoint of
interconnection). The problem of finding a maximal
clique in a graph is a well�known NP�hard problem
(e.g., [67, 101]). Thus, heuristics or enumerative
methods have been used for the problem. Clique�
based clustering process can be organized as a series of
clique problems [67]:

Stage 1. Finding the “maximal clique” (or maximal
“quasi�clique”) in graph G = (A, E): subgraph H =
(B, V) (H ⊆ A, V ⊆ E).

Stage 2. Forming a cluster from subgraph H and
compression of initial graph G: G ' = (A', E '), (A' =
A\H, E ' = E\{V ∪ W}, where W is a set of external
edges of clique, i.e., the only one vertex belongs to
set H) (Fig. 10).

Stage 3. If G ' is empty GO TO Stage 4 otherwise
GO TO Stage 1.

Stage 4. Stop.

The above�mentioned solving scheme is based on
series of NP�hard problems. Evidently, it is possible to
find several “maximal cliques” concurrently. Some
sources on researches on clique finding and clique
based clustering are presented in Table 10.

Clique partitioning problem for a given graph G =
(A, E) with edge weights consists in partitioning the
graph into cliques such that the sum of the edge
weights over all cliques formed is as large as possible
(e.g., [109, 148]).

There are some close problems over
graphs/digraphs, for example, independent set prob�
lems and dominating set problems which are used in
clustering as well (e.g., [36, 42, 43, 46, 81, 92, 158]).
Recently, the significance of dynamic problems over
data streams has been increased including
clique/quasi�clique finding in graph streams (e.g.
[5, 40, 77, 122]).

On the other hand, clique�based approaches can be
considered as density�based and grid�based clustering
methods. In some recent works, subgraph as
clique/qiasi�clique is considered as one of network
community structures (network community based
clustering [69, 144, 145, 163]).

External edges W

Clique
H = (B, V ) Graph

G = (A, E)

Fig. 10. Illustration of clique in graph.

Table 10. Detection of cliques/quasi�cliques and clustering

No. Research Source(s)

1 Detection and analysis of cliques in graphs:

1.1 Cliques in graphs [98, 136]

1.2 Finding of clique/quasi�clique in graphs [1, 10, 30, 59, 67, 150, 156]

1.3 Maximum�weight clique problem [13, 16, 26, 151, 155]

1.4 Finding all cliques of undirected graph [28]

1.5 Enumeration maximal cliques of large graph [9]

2 Clustering based on cliques:

2.1 Clique based clustering [6, 21, 54, 70, 96, 131, 134, 176, 191]

2.2 Clique partitioning problem (clique partition of maximum weight) [49, 109, 148]

3 Clique�based multiple clustering:

3.1 Ensemble clustering with voting active clusters [192]

3.2 Cliques for combining multiple clusterings [133]

4 Clique based methods over data streams:

4.1 K�clique clustering in dynamic networks [54]

4.2 Clique�based fusion of graph streams [122]
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In recent decades, several new combinatorial prob�
lems as clique clustering in multipartite graphs have
been suggested (e.g., [34, 48, 86, 118, 119, 123, 194]).
Figure 11 illustrates this kind of problems. Table 11
contains a list of the research directions in the above�
mentioned field.

4.3. Correlation Clustering

Correlation clustering provides a method for parti�
tioning a fully connected labeled graph (label “+” cor�
responds to edge for similar vertices, label “–” corre�
sponds to edge for different vertices) while taking into
account two objectives for the obtained clusters:

(i) minimizing disagreements (i.e., minimizing the

number of “–” edges within the clusters (  →
min) or maximizing the number of “–” between clus�
ters),

(ii) maximizing agreements (i.e., the number of

“+” edges insides the clusters) (  → max) (e.g.,
[2, 15, 18, 20, 51, 111, 183]).

In the basic above�mentioned problem formula�
tion, the objective functions are summarized. In other

Qdisagr X̂( )

Qagr X̂( )

words, binary scale [–1, +1] is used for each edge as a
weight (zero value is not used). Here it is not necessary
to specify the preliminary number of clusters (e.g., as
in k�means clustering). The correlation clustering
problem formulation is motivated from docu�
ments/web pages clustering. This combinatorial
model belongs to NP�complete class (e.g., [8, 17, 18]).
Various versions of correlation problem formulations
are examined: (a) weighted versions of the “correla�
tion clustering functional” are considered as well (e.g.,
[32, 33, 51]), (b) correlation clustering with partial
information (e.g., [50]), (c) correlation clustering with
noisy input (e.g., [130]), etc.

Let us consider the weighted version of the prob�
lem. Let A = {A1, …, Aj, …, An} be the initial set of ele�
ments. As a result, (n – 1)2 elements pairs can be con�
sidered: G =  Each element of G cor�

responds to element pair  and an element of

proximity matrix Z =  Further, it is possible to

replace scale [–1, +1] for each edge (i.e., for each ele�
ment from G or element of proximity matrix Z) by two
quantitative scales for weights: negative quantitative
scale [–w–, …, 0) instead of “–1” and positive quan�
titative scale (0, …, w+] instead of “+1”. Evidently, ele�
ment pair set is divided into two separated subsets G =
G– ∪ G+ (without intersection, i.e., |G– ∩ G+| = 0)
where ®g– ∈ G– weight estimate corresponds to nega�
tive quantitative scale above, where ∀g+ ∈ G+ weight
estimate corresponds to negative quantitative scale

above. The clustering solution is:  = {X1, …, Xι, …, Xλ}.
For this solution, two total quality parameters above
are examined:

(i) total agreements quality as (summarization by
all intra�cluster pairs with positive edge weight)

 (maximization);

g1 … g
n 1–( )

2, ,{ }.

Aj1
Aj2
,( )

zj1 j2, .

X̂

Qagr X̂( )

Table 11. Research directions in multi�partite graphs

No. Research Source(s)

1 Problem of compatible representatives [108]

2 Morphological clique (ordinal estimates) [118, 119, 123]

3 Morphological clique (multiset estimates) [121, 123]

4 Clustering in multipartite graph [34, 194]

5 Bipartite and multipartite clique problems [48]

6 Morphological clique over graph streams [122]

7 Coreset problems [60, 86]

8 Coresets in dynamic data streams [64]

9 Detection of communities in k�partite networks [127]

Clique

Clique

Fig. 11. Cliques in four�partite graph.
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(ii) total disagreements quality (summarization by
all intra�cluster pairs with negative edge weight)

 (for minimization, by module).

As a result, the weighted version of correlation clus�
tering problem is (Fig. 12).

Find clustering solution  such that: (i)  →

max and (ii)  → min.

Heuristics and approximation algorithms (e.g.,
PTAS) have been proposed for the problem versions
(e.g., [15, 17, 18]). Clearly, agglomerative (hierarchi�
cal) clustering scheme (i.e., selection of an element
pair from set B for next joining for improvement of a
current clustering solution) can be used here as a sim�
ple greedy algorithm (Bottom�Up process of selection
of element pair with the best improvement of objective
vector function and corresponding joining the ele�
ments) (Fig. 12).

Stage 1. Calculation of the matrix of element pair
∀(A(j1), A(j2)), A(j1) ∈ A, A(j2) ∈ A, j1 ≠ j2 proximities
(“distances”).

Stage 2. Transformation of element pair proximi�
ties into positive (for similar elements) or negative (for
dissimilar elements) weights (e.g., mapping).

Stage 3. Specifying the initial clustering solution

 as composition of initial elements, vector objective

function  =  = (0,0) (initial
value, initial index γ = 0).

Stage 4. Searching for the element pair with the
best improvement of vector objective function  (i.e.,
searching for Pareto�efficient point(s)). Integration of
the corresponding both elements into a cluster or
inclusion of the corresponding element into the clus�
ter with the second element (i.e., new clustering solu�

tion)  (q is parameter of algorithm iteration). Recal�
culation of the current value of vector objective func�

tion:  = 

Qdisagr X̂( )

X̂ Qarg X̂( )

Qdisagr X̂( )

X̂0

f 0 Qdisagr X̂0( ) Qagr X̂0( ),( )

f

X̂
q

f γ Qdisagr X̂
γ

( ) Qagr X̂
γ

( ),( ).

Stage 5. If all elements are processed then GO TO
Stage 7.

Stage 6. Increasing index γ = γ + 1, while constraint

 ≤ q is satisfied Go To Stage 4, else GO TO
Stage 7.

Stage 7. Stop.
Complexity estimates of greedy heuristic above for

two�objectives correlation clustering (by stages) are
presented in Table 12.

Table 13 contains a list of main research directions
in correlation clustering.

On the other hand, it is possible to use a multiset
based problem formulation. It is possible to replace
scale [–1, +1] (or two quantitative scales above) for
each edge (i.e., for each element from G or element of
proximity matrix Z) by two ordinal scales: negative
ordinal scale [–k–, …, –1] instead of “–1” and posi�
tive ordinal scale [+1, …, k+] instead of “+1”. Note,
calculation of edge weights upon the above�mentioned
scales is sufficiently easy (e.g., mapping of the quanti�
tative estimate into the ordinal scale). For the cluster�

ing solution  = {X1, …, Xλ} two total quality parame�
ters can be calculated as follows: (i) total agreements
quality as multiset estimate (summarization by the
component for all intra�cluster pairs with positive edge

Qdisagr X̂( )

X̂

Table 12. Complexity estimates of stages for greedy agglomerative heuristic

Stage Description Complexity estimate 
(running time)

Stage 1 Calculation of distance matrix Z O(n2)

Stage 2 Calculation of positive/negative weights O(n2)

Stage 3 Specifying the initial solution O(1)

Stage 4 Searching for the best element pair (by Pareto�efficient improvement of objective function) O(n2)

 Stage 5 Analysis of algorithm end, recalculation of objective function O(n)

Stage 6 Transition of computing process O(1)

Stage 7 Stopping O(1)

(0, 0) Qagr(X )

q ≥ |Qdisagr(X )|

(Qdisagr(X ), Qagr(X ))

Qdisagr(X )

 Ideal
point

Constraint

Trajectory or vector objective function 
(by algorithm iterations)

Fig. 12. “Space” of solution quality.
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weight)  (maximization); (ii) total disagree�
ments quality as multiset estimate (summarization by
the component for all intra�cluster pairs with negative

edge weight)  (for minimization). As a result,
the multiset based correlation clustering problem is
(Fig. 13).

Find clustering solution  such that  →

max and  → min.

4.4. Network Communities Based Clustering

In recent decades, “network communities based
clustering” as a new research direction has been orga�
nized (e.g., [63, 69, 87, 117, 142, 143, 144, 145, 146,
163]). The largest connected components are exam�
ined as “network communities”, for example: cliques,
quasi�cliques, cliques/quasi�cliques with leaves,
chains of cliques/quasi�cliques, integrated groups of

Qagr X̂( )

Qdisagr X̂( )

X̂ Qagr X̂( )

Qdisagr X̂( )

clisues/quasi�cliques (Fig. 14). The network example
in Fig. 14 does not contains overlaps (i.e., without
intersection of community structures). Figure 15 illus�
trates the overlaps.

The detection of “network communities struc�
tures” corresponds to complex combinatorial optimi�
zation models (e.g., linear/nonlinear integer pro�
gramming, mixed integer programming). The models
belong to NP�hard problems (e.g., [27, 39, 63, 145]).
Table 14 contains a list of basic research directions in
community network based clustering.

Modularity of a graph can be defined as a normal�
ized tradeoff between edges covered by clusters and
squared cluster degree sums [27, 146]. The problem is
formulated as combinatorial optimization model. For
the modularity maximization, several main algorithms
are pointed out [27]: (a) greedy agglomeration
[39, 142], (b) spectral division [144, 199], (c) simu�
lated annealing [79, 164], (d) extremal optimization
[55]. An example of modularity algorithm as greedy
agglomerative heuristic is the following [142]:

Stage 1. Trivial clustering: each node corresponds
to its own cluster,

Stage 2. Cycle by cluster pairs:
Stage 2.1. Calculation of possible increase of mod�

ularity for merging each cluster pairs.
Stage 2.2. Merging the two clusters with maximum

possible increase.
Stage 2.3. If increasing of modularity by merges of

cluster pair is impossible then GO TO Stage 3.
Stage 2.4. Go To Stage 2.2.
Stage 3. Stop.
In this algorithm, algorithmic complexity estimate

equals O((p + n)n) or O(n2) [142].

Table 13. Correlation clustering

No. Research direction Source(s)

1 Basic problem formulations and complexity [8, 15, 17, 18, 20, 111]

2 Surveys [8, 18, 111]

3 Comparing methods for correlation clustering [56]

4 Approximation algorithms (including PTAS) [15, 17, 18, 68]

5 Weighted versions of correlation clustering problems [32, 33, 51]

6 Correlation clustering with fixed number of clusters [68]

7 Maximizing agreements via semidefinite programming [183]

8 Minimizing disagreements on arbitrary weighted graphs [57]

9 Global correlation clustering [3]

10 Correlation clustering with partial information [50]

11 Correlation clustering with noisy input [130]

12 Error bounds for correlation clustering [97]

13 Robust correlation clustering [2, 110]

14 Correlation clustering in image segmentation [106]

Qagr(X )|Qdisagr(X )|
(b) agreements quality

Ideal points

(a) disagreements quality

Fig. 13. Multiset quality posets (lattices).
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(a) Sparse overlaps (b) Dense overlaps

Fig. 15. Illustration for overlaps in structures.

The general scheme of Girvan�Newman (GN)
algorithm based on edge betweenness is [69]:

Step 1. Calculation of the betweenness score for
each the edges.

Step 2. Deletion of the edges with the highest score.
Step 3. Performance analysis for the network’s

components.
Step 4. If all edges are deleted and the system

breaks up into N non�connected nodes Go TO Step 5.
Otherwise GO TO Step 1.

Step 5. Stop.
Algorithmic complexity estimate of the algorithm

equals O(p2n) (p is the number of edges) [69]).

5. TOWARDS FAST CLUSTERING

Many applications based on very large data
sets/networks require fast clustering approaches (e.g.,
[39, 142, 179, 188, 196]). In Table 15, basic ideas for
fast clustering schemes are pointed out. Generally,
many fast clustering schemes consist of two basic levels
(global level and local level): (a) partition of the initial
problems into local problems (i.e., decreased dimen�
sion, limited type of objects/elements) (global level),

(b) clustering of local clustering problems (local level),
(c) composition/integration of local clustering solu�
tions into a resultant global clustering solution (global
level).

In Table 16, a list of basic fast local clustering algo�
rithms (i.e., fast sub�algorithms) is presented.

6. APPLIED EXAMPLES

6.1. Analysis of Network

Network analysis can be based on dividing the net�
work nodes into classes by their structural properties.
Figure 19 illustrates network node types.

As a result, a multi�type object clustering strategy
can be applied. The types of networks nodes can be
obtained by analysis of their connections (the number
and types of neighbors), for example: (a) multi�con�
nected nodes (type 1), (b) connected nodes (type 2),
(c) outliers (type 3), (d) isolated nodes (type 4). Let
G = (A, E) be the examined network (graph), where
A = {A1, …, Ai, …, An} is the set of nodes, E is the set of
edges (|E| = h). The following clustering scheme can be
considered:

Initial set of objects/network

Decoupling
line

Edge of cut

Part 1

Part 2

Fig. 16. Edge betweenness for decoupling.

Community 1
(clique) Community 3

(quasi�clique)

Community 4
(chain, clique
quasi�clique)

Community 2
(clique with leave)

Community 5
(quasi�clique with leave)

Community 6
(group of cliques/quasi�cliques)

Fig. 14. Illustration for network communities.
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Table 14. Community network based clustering

No. Research direction Source(s)

1 Basic issues:

1.1 Basic problem formulation [27, 63, 69, 117, 146, 144, 145, 163, 198, 207, 208]

1.2 Basic surveys [27, 24, 63, 117, 135, 146, 144, 145, 163]

1.3 Problems complexity [27, 39, 63, 145]

1.4 Overlapping (fuzzy) community structures [73, 198, 200, 205, 206, 207]

1.5 Analysis/evaluation of community structures [117, 146, 198, 208]

2 Main algorithms/solving schemes:

2.1 Algorithm based on edge betweeness (divisive algorithm) [69]

2.2 Modularity algorithm as greedy agglomerative heuristic [142, 152]

2.3 “Karate Club” algorithm [146]

2.4 Kernighan�Lin method and variants [102]

2.5 Overlapping communities (clique percolation, 
local expansion, dynamic algorithms, etc.) [73, 200, 205, 206, 207]

2.6 Spectral clustering algorithms, modifications [208]

2.7 Genetic algorithms [126]

2.8 Agent�based algorithms [80]

3 Modularity clustering (maximum modularity):

3.1 Surveys [27, 144, 213, 208]

3.2 Tripartite modularity (three vertex types) [139, 140]

3.3 Modularity in k�partite networks [127]

3.4 Greedy agglomeration algorithm [39, 142]

3.5 Spectral division algorithm [144, 199]

3.6 Simulated annealing algorithms [79, 164]

3.7 Detecting communities by merging cliques [203]

3.8 Extremal optimization scheme (mathematical programming) [4, 55]

3.9 Global optimization approach [132]

3.10 Memetic algorithm [141]

3.11 Random works algorithms [162]

3.12 Multi�level algorithms [53, 147]

4 Large networks:

4.1 Communities in large networks [22, 39, 73, 87, 88, 117, 162, 208]

4.2. Communities in mega�scale networks [196]

4.3 Communities in super�scale networks [22]

4.4 Tracking evolving communities in large networks [88]

5 Applications:

5.1 World Wide Web [53, 117, 139]

5.2 Journal/article networks, citation networks, etc. [37, 63, 167]

5.3 Social networks (friendship, collaboration, etc.) [63, 69, 78, 142, 145, 146, 196, 208]

5.4 Biological networks [63, 69, 146]

5.5 Purchasing network [39]

5.6 CAD applications [146]

5.7 Antenna�To�Antenna network (mobile phone network) [23, 128]



JOURNAL OF COMMUNICATIONS TECHNOLOGY AND ELECTRONICS Vol. 60  No. 12  2015

COMBINATORIAL CLUSTERING: LITERATURE REVIEW, METHODS, EXAMPLES 1419

Table 15. Main approaches to fast clustering

No. Approach Solving schemes Source(s)

1 Aggregation of object/network nodes Hierarchical clustering (Bottom�Up, step�by�step 
node aggregation)

[95, 96, 179]

2 Division of objects/network nodes 
(partition/decomposition):

Top�Down scheme

2.1 Pruning of objects/network
nodes (Fig. 16)

1. Selection of basic edge betweenness in graph and 
decoupling (Top�Down scheme)
2. Clustering in each graph part (if needed)

[69, 179]

2.2 Multi�level schemes (partition, clus�
tering, integration of solutions):

1. Partitionof object set/network
2. Clustering of local regions
3. Composition of local solutions

[187, 188]

2.2.1 “Basic” objects (special “key” 
objects/nodes) based clustering
(Fig. 17)

1.Detection of  “basic” objects/nodes (e.g., by filtering)
2. Clustering of “basic” objects/nodes
3. Joining other elements/nodes to obtained clusters

2.2.2 Grid�based clustering Dividing the space into cells [111, 116, 125]

2.2.3 Grid�based clustering in data streams Online clustering of data streams [129, 157]

2.2.4 Grid�based clustering (composition): 
multiple division of objects 
“space”/network into cells/regions 
(e.g., axis�parallel subspaces), 
region�based clustering, composition 
of local solutions (Fig. 18)

1. Gridover object “space”/network
2. Analysisof grid regions
3. Selection of “non�empty’ regions
4. Clustering in “dense” regions
5. Clustering in “sparse” regions (while taking into 
account solutions in “dense” regions)
6. Composition of regions solutions

2.2.5 Grid�based clustering (extension): 
multiple division of objects 
“space”/network and “extension” of 
clustering solutions (with condensing 
of clusters, as in dynamic program�
ming) (Fig. 18)

1.Gridover object “space”/network
2. Analysisof grid regions
3. Selection of “non�empty” regions
4. Clusteringin “dense” regions
5. Extension of  “dense” regions by neighbor region(s) 
and extension of clustering solution(s)

2.2.6 Division of object “space”/network 
by types (k�partite network) (close to 
2.2.1)

1. Detection of objects by types
2. Clustering for each part
3. Composition of clustering solutions

[127, 139, 140]

3 Composite (multistage, concurrent, 
multi�techniques) approaches

Composition/combination of various approaches [115]

Stage 1. Building the list of nodes (with info on
neighbors) O(n).

Stage 2. Selection of multi�neighbor nodes (type 1)
(complexity estimate equals O(n)). Result: subset B1 ⊂ A.

Stage 3. Selection of outlier nodes (i.e., leaves, type 3)
(complexity estimate equals O(n)). Result: subset B3 ⊂
{A\B1}.

Stage 4. Selection of other nodes (type 2) (com�
plexity estimate equals O(n)). Result: subset B2 ⊂
A, B2 = {A\ {B1 ∪ B3}.

Stage 5. Clustering of multi�neighbor nodes B1

(complexity estimate equals about O(|B1|
2) (about

O((n/3)2)). Thus, a preliminary clustering solution is:

 =  Now, a macro�network

can be built: G1 =  where  is the node set

that corresponds to the obtained clustering solution
(i.e., set of clusters), E1 is a built set of edges. (Note,
the obtained clusters can be used as centroids in k�
means clustering at the next step(s)).

X̂
1

X1
1 … Xl

1 … Xq1
1, , , ,{ }.

X̂
1

E1,( ), X̂
1
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Stage 6. Clustering of nodes of type 2, i.e., set B2

(if needed). The corresponding clustering solution is:

 =  Now, a macro�network can

be built: G2 =  where  is the node set that

corresponds to the obtained clustering solution (i.e.,
set of clusters), E2 is a built set of edges.

Stage 7. Matching of two graphs G1 =  and

G2 =  The matching process can be based on

edges from initial network or on the usage of addi�

X̂
2

X1
2 … Xl

1 …Xq2
2, , ,{ }.

X̂
2

E2,( ), X̂
2

X̂
1

E1,( )

X̂
2

E2,( ).

tional parameters (e.g., node coordinates). As a result,

integrated clustering solution can be obtained  =

Stage 8. Joining outliers (B3) to clusters of solution

 As a result, integrated clustering solution can be

obtained 

6.2. Scheduling in Multi�Beam Antenna 
Communication System

There are the following initial information
(Fig. 20): (a) multi�beam antenna system (and its
positioning), (b) number of antenna beams: (c) set of
communication nodes A = {A1, …, Ai, …, An} (includ�
ing node positions, required communication
resources, etc.), (d) volume of transmitted data is
about the same for each Ai (for simplification). The
problem is:

Design a schedule for connection of antenna sys�
tem to communication nodes while taking into
account the following: (i) minimization of total con�

X̂12

X1
12 … Xl

12 … Xq12
12, , , ,{ }.

X̂12.

X̂123.

y

x

Grid Object “space”/network

Extended region Empty

Joining cluster

region

Fig. 18. “Grid” over object “space”/network.

Clustering
solution

 for “basic” objects

Final
clustering
solution

Initial Detection

“Basic” 

Joining of
other

objects to 
“basic”
object

clusters

objects
of

“basic”
objects

set
of

objects

Clustering
of

“basic”
objects

Fig. 17. “Basic” objects based clustering framework “Grid” Object “space”/network.

Outlier Hub

Bridge Bridge

Fig. 19. Illustration for network nodes.
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nection time, (ii) providing the best communication
quality (by the minimum interference between neigh�
bor (by angle) connections, i.e.,

where  is angular separation (or angle

between beams to the nodes).
The pointed out proximity measure is defined as

follows (e.g., [159]). Let x = (x1, …, xι, …, xm) and y =
(y1, …, yι, …, ym) be coordinate/parameter vectors for
two items (i.e., x and y). The angular separation prox�

imity is: Dangular(x, y) =  The

similarity measure corresponds to the angle between
the item vectors in directions of x and y. The heuristic
solving scheme is:

Stage 1. Linear ordering of communication nodes
by their angle (Fig. 20, node 1 is the 1st).

Stage 2. Dividing of the obtain list of nodes into μ
equal by size groups (the last group can have less ele�
ments) and numeration as follows:

group 1: {(1, 1), (1, 2),…, (1, k)},

Dangular Ai1
Ai2
,( ),

i1 i2, A∈
min

i A∈
max

Dangular Ai1
Ai2
,( )

xιyιi ι=
m

∑
xι

2 yι

2

ι 1=
m

∑i ι=
m

∑[ ]
1/2

������������������������������������������ .

group 2: {(2, 1), (2, 2),…, (2, k)},

…

group μ: {(μ, 1), (μ, 2), …, (μ, k)}.

Here k = n
μ
�� .

Table 16. List of some fast local clustering algorithms

No. Fast scheme Description
Complexity

estimate
(running time)

Source(s)

1 Basic agglomerative(hierarchical)
algorithm

Bottom�up joining the closest
object pair

O(n3) [96]

2 Balanced by cluster size hierarchical 
algorithm

Bottom�up joining the closest object 
pair under constraints for cluster 
size

O(n3)

3 Minimum spanning tree based
algorithm

Clustering the spanning tree nodes O(nlogn) [74, 75, 138]
[154, 160, 181]
[197, 201]

4 Balanced by cluster size minimum
spanning tree based algorithm

Clustering the spanning tree nodes 
under constraints for cluster size

O(nlogn)

5 Graph clustering algorithm Detection of network communities 
(edge betweeness of the graph)

O(p2n) [69]

6 Modularity graph clustering algorithm Modularity based detection
of network communities

O((p + n)n) or [142]

O(n2)

7 Algorihtms based on grid over “space
of object coordinates” (partition space 
techniques)

 Assignment of objects into
local regions of “space of object 
coordinates”

O(n + n' × n'') [188]

(n' � n, n" � n)

8 Clustering based on cores
decomposition of networks

Preliminary cores
decomposition of covering graph

O(n2) + O(h) [19]

Multi�beam
antenna

Node 1

Grouping of nodes (clustering)

Node i Node n

Groups of nodes

Fig. 20. Multi�beam antenna system.
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Stage 3. Generation of scheduling by the rules: Slot

j (j = ): the jth element from each group (ζ = 1,
2, …, μ), i.e., elements {ζ, j)} (Fig. 21).

Stage 4. Stop.

7. CONCLUSIONS

In the article, an “engineering viewpoint” to com�
binatorial clustering approaches is described. First, a
literature review presented: (a) on basic combinatorial
methods/models for clustering, (b) on clustering in
large scale data sets/networks. A special attention is
targeted to quality characteristics of clustering solu�
tions and multicriteria clustering. Many contempo�
rary clustering methods consist in graph based cluster�
ing. Here, illustrative solving schemes and numerical
examples are described: (i) minimum spanning tree
based clustering methods, (ii) clique based clustering,
(iii) correlation clustering, (iv) network communities
based clustering. In addition, a description of fast clus�
tering methods contains main ideas and an analysis of
basic literature sources. A couple of applied examples
are described: (1) analysis of networks and (2) sched�
uling of multi�beam antenna systems. It is reasonable
to point out some important future research direc�
tions: 1. design of new composite combinatorial solv�
ing frameworks; 2. design of special decision support
tools (modular solving environments) for structural
clustering problems; 3. study of dynamic clustering
problems; and 4. applications of combinatorial clus�
tering problems in networking (design, covering, rout�
ing, etc.).
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