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Abstract—The creation and development of computer systems for experimental data processing and for
data storage and analysis, of search algorithms, and of means for providing access to data are crucial
for megascience projects. Information and computing infrastructures necessary for carrying out research
tasks of megascience projects are complex distributed heterogeneous systems including systems of extra-
massive parallelism and systems of distributed storage of big data arrays.
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Russian research institutes and universities par-
ticipate actively in international megaprojects, such
as the ATLAS, ALICE, LHCb, and CMS exper-
iments at the Large Hadron Collider (LHC) at
CERN, the European hard X-ray Free Electron
Laser (XFEL) at Deutsches Elektronen-Synchrotron
(DESY) in Hamburg (Germany), the European
Synchrotron Radiation Facility (ESRF) in Grenoble
(France), the CBM and PANDA experiments per-
formed at the Facility for Antiproton and Ion Re-
search (FAIR) at GSI Helmholtzzentrum für Schw-
erionenfoschung in Darmstadt (Germany), and the
International Thermonuclear Experimental Reactor
(ITER) in Cadarache (France). The megascience
projects at the stage of preparation in Russia include
the Nuclotron-based Ion Collider fAcility (NICA)
at the Joint Institute for Nuclear Research (JINR,
Dubna), the PIK high-flux research nuclear reactor
at the Petersburg Nuclear Physics Institute (PNPI,
Gatchina), and the Siberian Circular Photon Source
(SCPS) at the Budker Institute of Nuclear Physics
(BINP, Siberian Branch, Russian Academy of Sci-
ences, Novosibirsk). The implementation of the
neutrino research program is currently underway via
the Baikal-GVD (Russia), JUNO (China), NOvA
and DUNE (USA), and other large-scale projects.

For the purposes of processing, storage, and
analysis of data from the experiments at the LHC, a
distributed infrastructure based on the grid technol-
ogy and called the Worldwide LHC Computing Grid
(WLCG) was created at CERN [1]. At the present
time, the WLCG includes about 1 000 000 CPU
cores, about 0.6 exabyte of disk storage, and about
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0.8 exabyte of tape robot storage. This provides a
long-term storage of data geographically distributed
among 170 data processing centers in 42 countries.
This system processes more than two million tasks
per day and runs hundreds of petabytes of data.
The WLCG infrastructure was one the factors that
contributed to the success of the first LHC stage,
which culminated in the discovery of the Higgs boson.

The experiments at the LHC play a key role in
research studies not only in the realms of particle
and nuclear physics but also in the realms of big
data analytics. Over the past years, the model of
computing on the basis of grid technologies for the
LHC has undergone some modifications that make
it possible to meet the demands of the scientific
community to a greater extent. There occurred
a transition from the strictly hierarchic processing
model [2], where the whole process of data acquisi-
tion and processing was distributed among specif-
ically tiered computing centers—Tier0 is the main
CERN Data Centre, which collects raw data from
all experimental facilities, performs the first step in
reconstructing meaningful information on the basis
of the raw data, and distributes the raw data and
the reconstructed output among 14 computer center
of Tier1 for implementing their long-term storage,
reprocessing, and analysis and for providing access
to these data for Тier2 intended for a simulation and
data analysis performed by end users, each of the
Tier1 centers being connected with specific Tier2
centers—to a new model where the Tier1 and Tier2
centers are coupled. Moreover, data processing and
analysis are being presently performed with resorting
to high-performance complexes; academic, national,

965



966 KORENKOV

and commercial resources of cloud computing; su-
percomputers; and other means [3].

Russian research centers, first of all, National Re-
search Center Kurchatov Institute and JINR, take
active part in the integration of distributed hetero-
geneous resources and in the development of big
data technologies for providing support to modern
megaprojects in rapidly developing fields of science,
such as high energy physics, astrophysics, and bioin-
formatics. Work on the construction of the unique
accelerator complex NICA [4], which requires new
approaches to implementing a distributed infrastruc-
ture for experimental data processing and analysis is
being vigorously performed at JINR.

It is noteworthy that, initially, grid technolo-
gies relied on the HTC (high-throughput comput-
ing), but the evolution of the computing model
resulted in combining various technologies, including
HTC, HPC (high-performance computing), volun-
teer computing, and commercial and noncommercial
cloud computing resources. This approach is nec-
essary for meeting the requirements of megascience
experiments both in the data processing rate and in
the data storage volume. Moreover, it is necessary
to introduce further modifications in the computing
model for each experiment in order to optimize the
use of resources. Today, a great deal of effort is
going into the development of software aimed at
improving a general performance in employing the
state-of-the-art architectures (the use of many cores,
graphical processors, and so on). It is also necessary
to optimize processing processes, storage systems,
and amount of the data copies stored.

An intermediate connectivity software (platform)
that permits performing joint work in information
and computing systems is a key point in organiz-
ing such infrastructures—in particular, WLCG. In
the ATLAS experiment at the LHC, for example,
the PanDA (Production and Distributed Analysis)
Workload Management System (WMS) platform
was developed for running computing resources [5].
It is an automated and tunable system for controlling
jobs and optimizes access of users to distributed
resources. By means of PanDA, the users see a
unified computing resource intended for experimental
data processing, even though the resource centers are
scattered worldwide. PanDA isolates physicists from
the hardware, system software and middleware, and
other technological difficulties associated with net-
work and hardware setup. Computing problems are
automatically traced and fulfilled. At the present time,
the PanDA controls hundreds of computing centers
in 50 countries worldwide, hundreds of thousands of
computing nodes, hundreds of millions of jobs per
year, and thousands of users.

The DIRAC (Distributed Infrastructure with Re-
mote Agent Control) Interware [6] is yet another
version of the connectivity middleware; this is soft-
ware for the integration of heterogenous computing
resources and systems for data storage into a unified
infrastructure—the so-called interware platform. The
integration of the resources is based on the use of
standard data access protocols (such as xRootD and
GridFTP) and pilot jobs. This provides the users
with an abstract interface where they can launch
jobs, control data, align processes, and monitor their
fulfillment. Batch-processing systems, grid-sites,
clouds, supercomputers, and even individual comput-
ing nodes may become computing resources within
the DIRAC platform. Pilot jobs are an important
concept in the DIRAC Interware. It is owing to
them that almost any computing resource becomes
integrable. In dealing with data, the DIRAC provides
the whole set of necessary instructions. For all of the
instructions to function correctly, the storage system
should support grid-protocols of data transfer.

At the present time, much attention is being given
to new promising directions in the creation of dis-
tributed data storage systems (DataLake) [7]. This
permits combining a substantially improved efficiency
of big data storage with a high rate of access to the
data.

The Laboratory of Information Technologies at
JINR plays an important role in the development of
computing for megascience projects, and its main
task is to develop networking information and com-
puting infrastructure of JINR for research and pro-
duction activities of this institute [8]. The Multifunc-
tional Information and Computing Complex (MICC)
of JINR is being actively developed [9]. It meets the
requirements for a modern highly efficient scientific
and computing complex: multifunctionality, high per-
formance, multiply tiered data storage system, high
reliability and accessibility, data security, scalability,
individual software environment for various groups
of users, high-performance telecommunications, and
state-of-the-art local computing network. Currently,
MICC of JINR has the following basic component:

(i) the Central Information and Computing Com-
plex (CICC) of JINR with in-house-built computer
and mass storage elements,

(ii) the Tier2 cluster for all experiments at the
LHC and other virtual organizations (VOs) in the grid
environment [10] (4128 cores; the total useful volume
of disk servers is 2.929 petabytes),

(iii) the Tier1 cluster for the CMS experiment [11]
(10 688 cores; the useful volume is 10.4 petabytes,
and that of tape robots is 51 petabytes),

(iv) the HybriLIT heterogeneous platform for
high-performance computing (HPC) on the basis of
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the GOVORUN supercomputer [12] (the total peak
supercomputer capacity is 860 teraflops for double-
precision operations),

(v) the cloud infrastructure [13] (1564 cores),
(vi) The data storage system of the basis of EOS

file system (3.740 petabyte of disk space).
In recent years, attention in the realms of mega-

science projects has been given primarily to develop-
ing the telecommunication and network infrastruc-
ture, including the upgrade of local computing net-
works with the aim of providing resources for data
storage and processing.

Owing to the exploitation features and data stor-
age systems of the CMS Tier1 site of JINR, which is a
basic grid component of MICC, it is currently ranked
second in the world among the other CMS Tier1 sites
in the number of processed events.

The Tier2 site of JINR has also been actively de-
veloped. It allows data processing for all four LHC ex-
periments (ALICE, ATLAS, CMS, and LHCb) and
lends support to a number of VOs beyond the LHC
(BESIII, BIOMED, COMPASS, MPD, NOvA,
STAR, and ILC). The MICC also provides compu-
tational resources for off-grid-environment calcula-
tions. This is of special importance for such experi-
ments as NOvA, PANDA, BESIII, and
NICA/MPD/BM@N and for local users from all
JINR laboratories.

The cloud infrastructure of JINR is yet another
MICC component. The cloud infrastructures of the
JINR member states were integrated within this in-
frastructure.

The HybriLIT heterogeneous computing platform
is an important MICC component. It consists of an
education and testing polygon and the GOVORUN
supercomputer, which jointly employ unified software
and information environment. The GOVORUN
supercomputer is aimed at performing resource-
intensive and massive parallel calcul ations required
in tackling a wide range of problems that JINR
scientific groups have to solve. This becomes possible
owing to the heterogeneity (presence of computing
accelerators of various types) hardware architecture
of the supercomputer.

In order to extend the potential for developing
mathematical models and algorithms and for per-
forming resource-intensive calculations, including
those that involve graphical computing accelerators,
which reduce substantially machine time, an ecosys-
tem for the problems of computer-assisted/deep
learning and data analysis was created for HybriLIT
users and is being actively developed.

The MICC projects turned out to be a suc-
cessful integration of all computing and infras-
tructure resources. It provides a reliable and duly

organized computing environment for performing
research studies by physicists from JINR and its
member states. The availability of cutting-edge
computing resources, such as the GOVORUN su-
percomputer and the CMS Tier1 site contributes to a
substantially broader recognizability of JINR all over
the world.

The developed multilevel monitoring system [14]
of MICC makes it possible to obtain information from
different components of this computing complex: en-
gineering infrastructure, network, computing nodes,
task management systems, data storage elements,
and grid services. This guarantees a high level of
reliability of MICC.

A heterogeneous distributed information and com-
puting cluster is being created for the NICA mega-
science project. This will make it possible to meet
to the highest possible degree the requirements of
the participants of the project both in the field of
theoretical investigations and in the field of pro-
cessing, storage, and analysis of experimental data
from the BM@N, MPD, and SPD detectors. The
basic configuration of the distributed information
and computing cluster of the NICA complex is
expected to ensure the processing and storage of
up to 10 petabyte of data per year. The complex
consists of territorially distributed on-line and off-line
clusters connected with one another by a high-speed
computing network boasting a data-transfer rate of
up to 4 × 100 Gb/s.

The developed computing models should take
into account trends in evolving network solutions,
computing architectures, and IT solutions making it
possible to integrate supercomputer (heterogeneous),
grid, and cloud technologies and to create, on this
basis, distributed software-configurable HTC and
HPC platforms. A distributed scalable hybrid cluster
was created in order to ensure support of experiments
at the NICA accelerator complex. It can be readily
reconfigured in order to meet the needs of various
classes of problems and various users. A distributed
two-level (disk–tape) storage system is an important
component of this cluster.

The GOVORUN supercomputer is used within
the distributed NICA cluster to solve problems re-
quiring massive parallel calculations in lattice QCD
for studying the properties of hadron matter at a high
energy density; to perform a mathematical simulation
of antiproton interactions with protons and nuclei
by means of the DPM, FTF, and UrQMD + SMM
generators developed at JINR, which are of interest
for the NICA-MPD experiment; and to simulate the
dynamics of relativistic heavy ion collisions.

The ultrafast data storage system (UDSS) imple-
mented within the GOVORUN supercomputer un-
der the management of the Lustre file system is yet
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another component of the NICA cluster. At the
present time, the UDSS is based on SSD (solid-
state drive) disks employing the NVMe (Non-Volatile
Memory express) connection technology. This re-
duces the time of access to data and provides a data
acquision/output rate in excess of 300 Gigabyte per
second.

The use of the DIRAC platform made it possi-
ble to combine the computing resources of MICC
JINR, including Tier1/Tier2; the GOVORUN super-
computer; the JINR cloud; and the UDSS Lustre,
dCache, and EOS storage resources. These results
make a significant contribution to the development of
a digital platform for megascience projects.
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