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Abstract—This paper describes approaches and methods for software circuit prototyping of field-program-
mable gate arrays (FPGAs) and reconfigurable systems-on-a-chip (RSoC). Software circuit prototyping is a
new stage in the design flow for FPGAs and reconfigurable SoCs in contrast to the classical FPGA-based
prototyping using ready-made FPGA chips. It allows to evaluate the efficiency of the user circuit design
implementation and select the basic chip architecture before its tape-out because of the computer-aided
design (CAD) tools promptly adapting to any changes in the structure, circuitry and layout of a basic chip.
The flexible and dynamic software customization to maintain the required FPGA or RSoC architecture is
provided by the developed formalized description of the basic circuit, which is used in CAD and is repre-
sented in this paper. This formalized description can be used both for the analysis of the basic chip and for the
analysis of a user circuit design implemented on an FPGA or RSoC.
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INTRODUCTION
Designing field programmable gate arrays (FPGAs)

or reconfigurable systems-on-a-chip (RSoC) is a com-
plex process that requires considerable time to select
the parameters of a circuit and its architecture, analyze
routing capabilities, and simulate circuit components
[1–4]. Despite the fact most of the design f low stages
are automated, the routing evaluation of the user cir-
cuit design and the search for the developed architec-
ture’s bottlenecks are performed by humans. The
approach without verification of the architecture
could lead to errors that could be found only after the
layout design stage of the basic chip. Errors at this
stage are unacceptable in a time-limited design and
manufacturing process.

Methods of software circuit analysis and architec-
ture evaluation can significantly simplify and speed up
the design process of an FPGA or RSoC basic chip.
The existing evaluation methods based on the execution
of the full design flow [5–9] use a simplified description
of a basic chip, which does not allow to accurately evalu-
ate its architecture, its specific details, or weaknesses.
Also, the available methods require a circuit description
in a specialized format. This poses an additional task of

studying new methods of presenting the developed cir-
cuit schematic view for the chip architect.

In the proposed approach to assess the FPGA and
SoC’s architecture, the Circuit Design Language
(CDL) [10] is applied for a basic chip description. This
format is often used by integrated circuit (IC) design-
ers and is utilized by computer-aided design (CAD)
systems produced by Cadence, Synopsys, and Mentor
Graphics. The circuit description in this format is
automatically generated from the graphical represen-
tation in the schematic editor of the manufacturers
mentioned above. The CDL support together with the
developed formalization of the circuit representation
in CAD provides a f lexible and quick customization of
the software considering the corresponding changes in
the structure, circuitry, and layout of the developed
heterogeneous SoC or FPGA. It also allows us to eval-
uate the efficiency of various user circuit design imple-
mentations and the architecture of a basic chip.

The developed method, which includes a quick
customization of the CAD software, that takes into
account the changes in the basic chip architecture,
and evaluation of the architecture’s efficiency is a new
stage in the reconfigurable or programmable logic
design f low, called software circuit prototyping. Soft-
ware circuit prototyping means verification and evalu-1 The text was translated by the authors.
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Fig. 1. Software circuit prototyping stages.
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ation of the basic chip containing FPGA elements
before its tape-out, in contrast to classical prototyp-
ing, which means verification of the system on a chip
or its individual IP-cores based on the manufactured
FPGA chip [11, 12].

SOFTWARE CIRCUIT 
PROTOTYPING METHOD

The software prototyping method proposed in this
study consists of several stages (Fig. 1).

(1) The first step is the selection and design of the
underlying architecture. It is the base for prototyping
and further modifications. The architecture can be
either unique or selected from a variety of existing
solutions that differ in the structure of routing
resources [13, 14] (island style and hierarchical FPGA
architectures), the structure of a logic element (LE)
and a logic array blocks (LABs) (LE in FPGAs by
Altera [15], a configuration logic block in FPGAs by
Xilinx [16], a versatile logic cell in FPGAs by
Microsemi [17]). The final circuit architecture from
all the variety available can be selected using physical
constraints such as the package size or the chip area
required to fit the configuration memory. Also,
restrictions are imposed based on the requirements set
by specific user projects, which are denoted in terms of
the volume of programmable logic, routing capabili-
ties of the basic chip, and the variety of IP-cores.

(2) At the second stage, information about the
developed circuit is transferred to the CAD database.
Initially the CAD system processes and analyzes the
schematic view of the RSoC or FPGA circuit in the
CDL file format and its layout in the GDS II file for-
mat with the help of specialized software, the so-called
parser [18]. The program structure automatically
adapts to the FPGA architecture by processing these
RUSSIAN MICROELECTRONICS  Vol. 50  No. 6  20
files. The program generates a routing resources
graph, coordinates of logic blocks, and a memory
card, based on which the firmware vector is formed.
The opportunity to automatically customize CAD
tools to any architecture allows RSoC and FPGA
developers to evaluate the routability of the circuit and
to find the architecture’s weaknesses in advance. It
also enables CAD developers to debug the software for
the future architecture according to the customer’s
needs. This feature makes the development process
and the final result much more efficient.

(3) At the next stage, a complete design f low of the
user circuit is performed, including logic and layout
synthesis [19]. Logic synthesis consists of graph trans-
lation and technology mapping into the basis of the
target FPGA or RSoC chip [20, 21]. Layout synthesis,
in turn, includes the netlist decomposition into sepa-
rate groups or clusters [22], placement of logic ele-
ments on the legal positions of the FPGA matrix [23],
and routing connections between LEs and I/Os using
routing resources embedded in the architecture [24].

(4) The final stage of software circuit prototyping is
the analysis of the results. The new architecture
parameters are selected and the corresponding
changes are made to the schematic view of the basic
chip based on the performed analysis. Software circuit
prototyping is an iterative process; thus, the stage of
changes to the circuit’s design only completes one iter-
ation of the selection of the required architecture. The
prototyping process can be considered complete when
two conditions are met. The first condition is that the
prototyping results meet all the specified requirements
and constraints. The second condition is that the full
design f low has been successfully completed for the
user circuit design set. If these conditions are not met,
the basic chip architecture changes and the process is
repeated pending a positive result.
21
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The following section III shows the features of a
basic chip presentation and the user circuit design
description in CAD to perform software circuit proto-
typing. In subsection III.a, the stage of loading a basic
chip into the CAD system is considered in more detail.
Also, the developed formalized view of the FPGA or
RSoC schematic view is shown. Subsection III.b pres-
ents the features of analysis and processing of the
FPGA and SoC layout in CAD. Section IV contains
the practical results of using the developed method for
software prototyping of the basic FPGA architecture,
and also describes the architecture changing parame-
ters and characteristics, based on which the obtained
prototypes were compared.

FEATURES OF REPRESENTATION
OF A BASIC CHIP AND THE USER CIRCUIT 
DESIGN IN CAD TO PERFORM SOFTWARE 

CIRCUIT PROTOTYPING

Features of the Representation of the Basic Chip
and the User Circuit Design

Prompt adjustment of the design and circuitry of a
basic chip to new needs from the end user, as well as
the fast adjustment of the CAD system for corre-
sponding changes in the design, circuitry, and layout
of a basic chip, is provided by formalizing the corre-
spondences between the elements of the basic design
of a reconfigurable or programmable heterogeneous
SoC or FPGA from the manufacturer (base) and user
circuit design from the end customer.

To load the required information into CAD, the
circuit of a basic chip (reconfigurable or programma-
ble heterogeneous SoC or FPGA) is presented as a
description in the CDL format, and the user circuit
design is presented as a f lat netlist in the Verilog lan-
guage.

During processing the basic chip circuitry, its hier-
archical description is defined in the CAD system as
an ordered triple:

(1)

where  is the set of circuits in a
hierarchical project description;

 is a basis or subset of library subcircuits for
the current design level (or stage);

, is the main circuit or top-level cir-
cuit.

At the same time, each of the schematic views in
the project hierarchy is defined as follows:

(2)

where  is a unique circuit name (character string);

 is the set of elements in
the circuit;

 is the set of nets (nodes)
in the circuit;

 is the set of external pins
(contacts) of the circuit;

 is the set of connections
(commutations) of the circuit.

The set of elements is characterized by the follow-
ing components:

(3)

where  is a unique element name (character
string);

 is an element model represented in the
hierarchical description by a subcircuit of the next
(lower) hierarchy level;

 is the set of element pins
that match the composition of the set of element
model external pins (a one-to-one correspondence
between them is assumed):

(4)

The set of external circuit pins is characterized by
the following components:

(5)

where  is a unique pin name;

 is a pin type: input, output,
and bidirectional.

The set of circuit nets (nodes) is characterized by a
name and a set of net connections:

(6)

where  is a net (node) name, (character string);
 is a set of connections in a circuit, defined as a

subset of such pairs

(7)

that the net is unique or does not exist at all for any contact:
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(8)

In other words, the set of circuit connections is defined as a unique mapping:

(9)

At the same time, the inverse mapping determines
the actual connections list of the net and cannot be
injective; i.e., the number of connections for each net
must be at least two; otherwise the net is considered
erroneous or false:

(10)

A net can have only one external pin as a rule:

(11)

The difference between the formal description of
the basic design and the formal description of the user
circuit design is that the external pin name in the sche-
matic view is the same as the name of the net con-
nected to it:

(12)

At this design stage, the circuits of the basic library
level are “black boxes”; i.e., they do not contain inter-
nal data:

(13)

In this case, the lower level subcircuits are modeled
based on the built-in models and the description of the
black boxes can be hidden from the external user. For
example, at the schematic design level, the basic
library level includes transistors, capacitances, resis-
tances, and inductances.

The hierarchical description of the underlying chip
is converted into a corresponding f lat representation
in the CAD system by a recursive f latting procedure.
For the given project  only those subcir-
cuits that are actually used in  are saved in the f lat
view.

Let us denote by  a logical function defined
on the Cartesian product  taking value 1 if and
only if s is actually used in :

(14)

i.e.,   or 

The “flat representation”  for
the given project  is built using the fol-
lowing rules:

Element names , and net names
, in a f lat representation are unique

and contain information about the element names of
higher levels of the hierarchy, which include subcir-

cuits containing the considered element, before the
hierarchy is expanded.

A flat view consists of the elements contained in
the basic design library. The following elements types
can be identified in the library: logic elements ,
peripheral (IO) input/output elements , complex-
functional macroblocks  or IP-cores, routing ele-
ments , and other auxiliary elements (black
boxes) that do not contain any of the listed element
types , , or  and perform additional
functions elements (for example, memory program-
ming), not related to the mapping of elements of a user
circuit design:

(15)
When converting a hierarchical basic design to a

flat representation, the fact of the presence of ele-
ments and the actual number of elements in all listed
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types and in each subcircuit of a higher level of the
hierarchy is considered. The fact that subcircuit s belongs
to the set of black boxes is determined by the absence of
the listed types elements in it, if we denote the actual
number of elements of the listed types in the given subcir-
cuit through    . More-
over, this does not depend on whether the circuit has
subcircuits and elements of a lower level:

(16)

At the same time, the value of each of the listed
functions for counting elements of the corresponding
type  can be determined recur-
sively:

(17)

As a result of these calculations, the conversion of
a hierarchical basic design to the f lat representation is
limited by the level 

Elements  are used to
map library elements in a user design project. Ele-
ments  are used to map nets and connec-
tions of a user design. Based on them, a graph is auto-
matically built for solving routing problems.

Library-level circuits  =
 are programmed by the use of the

library for various functional solutions through pro-
grammable memory. The set of external pins of such
circuits is defined as follows:

(18)

(19)
It is divided into three independent subsets with

different functional purposes:
where  is a subset of signal or routing pins for

connecting external signal nets using routing resources
from ;

 is a subset of programmable outputs to con-
trol various options of functional solutions;

 is a subset of service pins for connecting spe-
cial signals (for example, power, ground, synchroniza-
tion, and reset), the connection of which requires spe-
cial processing other than connecting conventional
nets or signals.

The cardinality of the set  determines the
maximum number of element pins allowed in the user
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library  of the user project  Some of
the pins  may not be used in a specific library ele-
ment from  or may be connected to ground/power.

The cardinality of the set  determines the
length of the programming vector for the implementa-
tion of specific functions and work modes of library
elements. Due to different programming options, one
instance  can be used for many
different implementations in a user library . The
maximum number of implementations in the library
can be  In particular, the number of functions for
a classic LookUp Table (LUT) element [25] with n
inputs is

(20)

Thus, the formation of the library elements 
, of the user library  of the

project  is realized by setting the follow-
ing relations for the pins of the library circuits of the basic
chip  

(21)

here  are the notation keys for pins that have
external connections to a ground, power, or an uncon-
nected node.

Without loss of generality, it can be assumed that a
user design circuit from the end customer

 is specified in a f lat representation,
obtained as a result of automatic synthesis from an
RTL description, or it is a result of the direct conver-
sion of a hierarchical user description into a f lat repre-
sentation; then 

Let us suppose the user top circuit is
. External

pins of a user circuit design  can be pro-
cessed in two ways:

– The first way involves the assignment of periph-
eral elements from . At the same time, depending
on the type of pin  various periph-
eral elements modes are programmed: input, output,
or bidirectional.

– The second way assumes that the peripheral ele-
ments have been selected at the stage of forming the
user circuit design and the circuit pins  are
external interfaces for modeling.

The stage of assigning peripheral elements involves
not only the selection of a specific type of peripheral
element  with programming,

(22)

uL ( )=П ,  ,  .u u u muS L s
( )rP s

 uL

( )mP s

∪∈ ∪LE IO Ms L L L
uL

( )2 .mP s

( ) = 22 2 .
n

mP s

∈ ,u us L
( )= μ / / /( ( ), 0,0, ,0)u u us s P s  uL

( )=П ,  , u u u muS L s

( ) ( ){ }= = …, 1, , ,iP s p i P s ∪ ∪∈ :LE IO Ms L L L

( ) ( ) { }
( ) ( )

→ =
→ ∪ 0 1

0,1 ;
  { , }

,
, ,

mP s
m

r u z

P s
P s P s P P P

@ @

0 1, ,  zP P P

( )=П ,  , u u u muS L s

= ∪ { }.u u muS L s

( )= μ( ),  ( ), ( ), ( ) ( )mu mu mu mu mu mus s E s N s P s C s
( )∈ ,u mup P s

IOL
( )τ ∈ τ τ τ{ , , }u inp out bip

( )∈u mup P s

IO IOs L∈

( ) ( ) { }→ = 0,1 ,,m IOP s
m IOP s @ @
SIAN MICROELECTRONICS  Vol. 50  No. 6  2021



DESIGNING FPGAS AND RECONFIGURABLE SoCs USING METHODS 431
but also the selection of a specific instance of a periph-
eral element . Therefore, a specific place of
this element in the f lat representation of a basic chip,
i.e., matching (mapping) is obtained:

(23)

In this case, the procedure for assigning a specific
peripheral instance and its placement can be per-
formed both in the manual or interactive mode, and
automatically.

A similar problem is solved for all internal elements
of the user circuit design, both for the standard logic
elements and for complex-functional macroblocks:

(24)

The performed mapping of the user circuit design
elements to the basic project elements is the process of
the placement of a user circuit design.

Features of the Representation of a Basic Chip Layout
The selection of specific peripheral elements and

the placement of user circuit elements on a basic chip
are performed based on the results of the chip layout
analysis. If the prototype layout has been developed,
the CAD system analyzes the layout file in the GDSII
format, which contains all the necessary information,
such as the real coordinates of the elements

 which allow the program
to transfer their location on the f lat representation of a
basic chip  element orientations
(rotations), and its geometric dimensions: width and
height.

Thus, the position of each instance  is charac-
terized by the anchor point coordinates in the lower
left edge, orientation, and overall dimensions:

(25)

where 
is the orientation. At the same time, the orientation in-
dex indicates the absence (0) or the presence of rota-
tion (R is a 90° counterclockwise rotation) and reflec-
tions relative to the X, Y axis.

A simplified layout view of a basic chip using rela-
tive element coordinates is applied to speed up soft-
ware circuit prototyping. It allows us to skip the layout
design stage and transfer the location of the LEs, I/O
cells, and macroblocks to the CAD. Relative coordi-
nates are generated for all the necessary elements using
the set of operations developed based on the CDL net-
list, schematic view, and specialized linguistic tools in
the Tcl language. The generation of such coordinates
is possible after changing the orientation of all element
types of the basic chip to normal: 

If at the top level of a chip prototype only logic ele-
ments of the same type are used, then the prototype
can be represented in a f lat view as a complete LE
matrix:

(26)

If the top level of a chip prototype is represented as
a matrix of LABs, then within generating coordinates
of such a prototype for a more detailed representation,
a simplified bilevel view  is intro-
duced. In this view, together with the set of elements of
the library level L, an intermediate level of blocks that
are not included in L:   is allo-
cated. Due to the fact that LABs are grouped from
identical blocks, the following expression is true:

 The final simplified project view
 consists of the following compo-

nents:

In contrast to the representation of the prototype in
CAD, when the coordinates of the prototype are gener-

ated, all the logic elements are grouped formally. In accor-
dance with this, the set of prototype nets, as well as the set
of its external pins and connections, is not parsed, but
only the set of elements is used. Also, in contrast to a flat
representation in CAD, in this case, not only logic ele-
ments , peripheral I/O elements , and complex-
functional macroblocks , but also LABs  are used:

(27)

Based on this, the subset of block elements is
 

 and the prototype can be considered in the LAB
matrix view:

(28)

The total number of blocks in the basic chip is
determined by the block matrix size:

( )fe E s∈

( ) ( )
( )

→ ∈
= ∈

{ :  ,
, }.

mu f

IO IO IO

P s e e E s
m e s s L

( ) ( ){
( ) }

∈
∪ ∪

→
∈

:  ,
{ } .

mu f

LE M IO

E s e e E s
m e L L L

∪ ∪∈:  ,( ) LE IO Me m e L L L

( )=П (П) ,  ,  ,f f f fS L s

( )m e

( ) ( ) ( )( ) , ( ) , ( ) ,min min rX m e Y m e O m e

( ) ∈ 0( ) { , , , , , , , }r R XY XYR Y XR X XRO m e O O O O O O O O

( ) 0.r ijO m O=

( ){ }
( ) ( ) ( ) ( ) ( ){ }

= ∈ ∈ = … = …
⊂ = ∈ ∈

:  , ( ) ,   1, , , 1, , ,
    ,   :     & .

f ij ij LE f ij LE f f

LE f f LE f f LE

M m m E s m m L i I j J
E s E s E s e e E s m e L

( )=П (П) ,  , b b b bS L s

{ }= ,iB b ∩ = /:  0B L

{ }= = 1.B b
( )=П (П) ,  , b b b bS L s

( ){ }
{ }

( )
( )

= ∈ ∧ ϕ
∪ ∪= = /

= μ / / /
μ

∩

= μ

:  ( ) , ;
, 0;

( ( ),  ,0,0,0);
( ).

b m

b b b b

b b b

b m

L s s L s s
S s L B L B

s s E s
s s

LEL IOL
ML B

{ }∪ ∪ ∪= ∪ .b b LE IO MS s L L L B

( ) ( )⊂ ,B b bE s E s ( ) ( ){ ( )= ∈ ∈:   &B b bE s e e E s m e
},B

( ){

}

= ∈
∈ = …

= …

: ,
( ) ,   1, , ,

1, , .

b ij ij B b

ij b

b

M m m E s
m m B i I

j J
RUSSIAN MICROELECTRONICS  Vol. 50  No. 6  2021



432 ENNS et al.
(29)

Similarly, a block in a bilevel view consists of ele-
ments at a lower hierarchy level:

(30)

where 
Then the subset of logic elements of the block is

 
 and can be represented as an LE matrix part of

the LAB:

(31)

The total number of elements in a block is deter-
mined by the matrix size 

(32)

It is assumed that all logic elements in the bilevel
block view are localized in blocks:

(33)

In other words, there are no logic elements at the top level of the hierarchical bilevel block view:

Then the total logic elements number in the basic chip is determined by the size of the matrices  and :

(34)

For ease of use, we introduce the following nota-
tion for the elements of the LAB and LE sets:

(35)

When the coordinates of the bilevel basic chip view
are generated, it is assumed that the anchor point is the
lower left corner of the chip, and the LEs are indexed
from it to the upper right; i.e.,  is the bottom
left element and  is the top right element. Also,
before generation, in addition to the known parame-
ters, such as the number of LEs in row  and column

 of the LAB, the following parameters are set:
—initial coordinates of the lower left chip edge cor-

responding to the coordinates of the lower left corner
of the lowermost LE:

(36)
—the distance between LEs in the LAB:

(37)
—the LE dimensions—width and height:

(38)

—the distance between LABs:

(39)

Based on the known parameters, the dimensions of
the LAB are calculated:

(40)

Further, using the described specified and com-
puted parameters, the coordinates are calculated for
each item  consisting of . After each LE, the
distance to the next element in the X direction and in
the Y direction is taken into account.  is
added to the LE X coordinates after each element
width  and  is added to the LE Y
coordinates after each element’s height .

It should be noted that these formulas for dimen-
sions and coordinates are valid not only for logic ele-
ments of the matrix 

   but also for the
peripheral I/O elements

(41)

and macroblocks

(42)
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The number of macroblocks and their location on
the chip can be completely different; therefore, a
structured description of generating of their coordi-
nates will not be given. However, the peripheral I/O
elements, as a rule, are located along the perimeter of

the LE or LAB matrix; therefore, their initial coordi-
nates can be described relatively to LEs. Depending on
the side where the peripheral elements are located
(left, right, top, bottom), the following coordinates are
determined:

(43)

The other parameters for generating the coordi-
nates of the I/O elements are identical to the LE and
LAB parameters. The difference is that LE is replaced
by IO, and LAB is replaced by a group of peripheral
elements. The index of each PE instance is defined in
accordance with the coordinate axis. The PE index on
the left and right side corresponds to the Y axis and the
PE index on the bottom and top side corresponds to
the X axis.

At this stage, simultaneously with the generation of
coordinates, the information that the element

 corresponds to the external pin of the
basic chip  is formed.

PRACTICAL RESULTS OF SOWTWARE 
CIRCUIT PROTOTYPING

Based on the formalized representation of a basic
chip and a user circuit design described in subsections
III.a and III.b, CAD software was developed to allow
the proposed software circuit prototyping method to
be applied. As an example, that demonstrates the effi-
ciency of the presented method, the results of develop-
ing a basic chip using iterative modifications in its
architecture are given. The closest analog of the origi-
nal basic chip is the Altera MAX II FPGA, which has
a similar structure of LE, LAB, and routing resources.
The purpose of these modifications is to reduce the
required amount of configuration memory and to
increase the logic size of the basic circuit without
downgrading the achieved routing level for the user
circuit design based on an existing chip.

In the process of prototyping, the LAB structure
and the routing chip architecture were modified. The
routing architecture consists of the following types of
interconnects: local buses, direct links (DL), R4C4
and R8C8 buses (R is the row, C is the column), long
buses, and diagonal connections.

Also, in addition to changing the bit width of the
presented buses, the structure of the switches and con-
nection blocks that connect these nets to each other
was modified. There are three types of such blocks in
this architecture:

—switch block (SB) is a block that connects the
R4C4/R8C8 buses and allows to connect direct links
to these buses;

—connection block (CB) is a block in which the
R4C4/R8C8 buses, direct links, and long buses into a
local bus inside the LAB intersect;

—local connection block (LCB) is a block that
connects signals on local buses with all the necessary
LEs inside the LAB.

We will consider the functionality of all the avail-
able interconnect types in more detail. The local bus
provides communication between LEs inside a LAB.
It is connected to each LE separately and to the rows
and columns of global interconnects. This allows
direct communication between LABs and minimizes
the use of global buses.

At the same time, three types of buses can be used
to connect the LAB to each other within one line:

—direct communication using a local bus;
—R4 bus that connects four LABs on the left and

four on the right;
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Table 1. Results of software circuit prototyping of the basic chip consisting of 16 × 20 LABs

Prototype 
name

Previous 
prototype 

name
Description of the current prototype Unrouted nets 

number, pcs.
Memory volume 
per LE/LAB, bit

1.0 – Initial basic chip
R4C4 = 32, R8C8 = 64, LongBus = 10, DL = 10, Local = 22 0 291.3/2913

1.1 1.0 Reduction of CB capacity
R4C4 = 32, R8C8 = 32, LongBus = 10, DL = 10, Local = 22 114 278.7/2787

1.2 1.1 Reduction of CB capacity
R4C4 = 16, R8C8 = 32, LongBus = 10, DL = 10, Local = 22

–

252.5/2525

1.3 1.1 Reduction of CB capacity
R4C4 = 16, R6C6 = 24, LongBus = 10, DL = 10, Local = 22 249.3/2493

1.4 1.3 Reduction of CB capacity
R3C3 = 24, R6C6 = 24, LongBus = 10, DL = 10, Local = 22 111 268.5/2685

1.5 1.4 Reduction of CB capacity
R3C3 = 24, R6C6 = 24, LongBus = 10, DL = 10, Local = 22 113 249.3/2493

1.6 1.5

R3C3 = 24, R6C6 = 24, LongBus = 10, DL = 5, Local = 22
Adding DL  and  to SB = 5
DL ( , , ,  to SB,  to SB) 
are available at 5 upper LEs from LAB
DL ( , , ,  to SB,  to SB) 
are available at 5 lower LEs from LAB

114 244.9/2449

1.7 1.6
R3C3 = 24, R6C6 = 24, LongBus = 10, DL = 5, Local = 22
Removing connections  and  to SB

112 233.7/2337

1.8 1.6
R3C3 = 24, R6C6 = 24, LongBus = 10,
DL ( ) = 10, DL= 5, DL  and  (to SB) = 5, Local = 22,

113 246.1/2461

1.9 1.8
R3C3 = 24, R6C6 = 24, LongBus = 10,
DL ( ) = 10, DL = 5, Local = 22
Removing connections DL  and  (to SB) = 5

116 234.9/2349

1.10 1.6
R3C3 = 24, R6C6 = 24, LongBus = 10,
DL ( ) = 5, DL = 10, Local = 22

108 247.1/2471

1.11 1.10
R3C3 = 24, R6C6 = 24, LongBus = 10, 
DL ( ) = 5, DL = 10, Local = 22

Removing DL  and  (to SB) = 5

114 235.9/2359

1.12 1.0
R4C4 = 32, R8C8 = 64, LongBus = 10, 
DL = 5, Local = 22
Adding DL  and  (to SB) = 5

112 286.9/2869

1.13 1.12
R4C4 = 32, R8C8 = 64, LongBus = 10, DL = 5, Local = 22
Removing DL  and  (to SB)

114 274.1/2741

↗ ↙

↖ ↑ ↗ ↖ ↗

↙ ↓ ↘ ↙ ↘

↗ ↙

,← → ↗ ↙

,← →
↗ ↙

, , ,↖ ↗ ↙ ↘     

↖ ↗ ↙ ↘, , ,     

↗ ↙

↗ ↙

↗ ↙
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Table 2. Results of software circuit prototyping of the basic chip consisting of 16 × 16 LABs

Prototype 
name Description of a current prototype

Memory
size per 

LE/LAB, bit

5 maximal net lengths.
Average net length

S38417 Ac97

2.1
The chip consisting of 16 × 16 LABs, size 16 LEs.
R3C3 = 24, R6C6 = 48, LongBus = 8,
DL = 4, Local = 34

278/4454 26/24/24/24/23
8.56

27/27/27/27/27
9.97

2.2 Added direct links that connect LongBus 
and IO blocks 278/4454 27/27/27/23/22

8.52
37/37/37/37/37

10.25

2.3 Switch block (SB) reduction 264/4230 19/19/19/19/19
7.54

25/25/25/25/25
8.42

2.4 In the switch block (SB), the turns of the R3C3 and 
R6C6 buses have been reduced from 8 bits to 4 259/4150 22/19/19/19/19

7.55
28/28/27/27/27

8.66

2.5 Local connections within LAB reduced 
from 10 bits to 8 252/4042 22/19/19/19/19

8.31
31/28/28/27/27

9.60

2.6 Local connection block capacity is reduced < 75% 244/3914 22/22/19/19/19
8.31

28/28/28/28/27
9.68
—R8 bus that connects eight LABs on the left and
four on the right.

Direct communication gives access to local buses
of neighboring LABs, which are located on the left and
right, and also provides a fast data transfer between
LABs and/or I/O units without connecting to the R4
RUSSIAN MICROELECTRONICS  Vol. 50  No. 6  20
and R8 buses. Each LAB has connections to the
R4/R8 buses both to the left and to the right.

The interconnects structure in columns and rows is
similar to each other. The only difference is that
instead of R4/R8 buses, C4/C8 buses are used. This
connection structure allows connecting neighboring
1.14 1.5

Reduction of the connection block (CB) capacity
R3C3 = 24, R6C6 = 24, LongBus = 10, DL = 4, Local = 22
Adding DL  and  (to SB) = 4
DL (for directions , , ,  to SB,  to SB) 
are available for 4 upper LEs from LAB.
DL ( , , ,  to SB,  to SB) 
available for 4 lower LEs from LAB
DL ( ) are available for 4 central LE (3, 4, 5, 6 LE)

115 235.3/2353

1.15 1.14
R3C3 = 24, R6C6 = 24, LongBus = 10, 
DL = 4, DL to SB = 8, Local = 22
DL to SB inside LAB reduced to 8

118 227.3/2273

1.16 1.15
Full switch block for DL in all directions is added
R3C3 = 24, R6C6 = 24, LongBus = 8, 
DL = 4, DL to SB = 8, Local = 22

112 275.3/2753

1.17 1.16
The LEs number in the LAB increased to 16.
R4C4 = 32, R8C8 = 64, LongBus = 8, DL = 4, 
DL to SB = 8, Local = 22

0 269/4314

1.18 1.17 R3C3 = 24, R6C6 = 48, LongBus = 8, DL = 4, 
DL to SB = 8, Local = 22 0 275/4114

Prototype 
name

Previous 
prototype 

name
Description of the current prototype Unrouted nets 

number, pcs.
Memory volume 
per LE/LAB, bit

↗ ↙

↖ ↑ ↗ ↖ ↗

↙ ↓ ↘ ↙ ↘

,← →

Table 1.  (Contd.)
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Fig. 2. Schematic representation of the direct links structure in prototype 1.6.
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LABs (four/eight neighboring LABs upward and the
same number of LABs downward) within one column.

Also, the regular connection structure in the form
of rows and columns with a fixed length allows to pre-
dict the propagation delay time accurately.

Long buses contained in the architecture cross the
entire column or row of the chip and connect the dis-
tant LEs.

A prototype with the following routing architecture
characteristics was taken as the initial circuit: the
width of the R4/C4 buses is 32 bits, the width of the
R8/C8 buses is 64 bits, the length of long buses is 10 bits,
direct links are 10 bits, and the local bus is 22 bits. In
this case, the local connection block capacity is not
full (not 100%). Local connection block structure is
sparse and the capacity is reduced to 75%. This basic
circuit consists of 16 columns and 20 lines of LAB. At
the same time each LAB consists of 10 LE. The total
area of the circuit is 3200 LE.

Prototyping was performed using the s38417 test
user circuit design from the ISCAS’89 set [26]. The
result of the logic synthesis is 3184 LEs and 3215 wires.

The prototyping results are shown in Table 1. It
consists of columns with the names of the current pro-
totype and previous prototype, a description of the
current prototype, and the analysis results of the cir-
cuit implementation in it. The results are presented in
RUS
the form of unrouted nets number and the configura-
tion memory volume obtained per LAB and, on aver-
age, per element of this block.

Table 1 shows that in prototypes 1.1–1.5, memory
reduction was achieved by reducing the connection
block and reducing the length and width of the R/C
buses. In prototypes 1.2–1.3, the used length and
width of R/C buses were found to be unacceptable.
With these bus parameters, the routability drops to
almost 0 for any user circuit design of any size.

In prototypes 1.6–1.15, an attempt was made to
reduce the amount of configuration memory by
reducing direct links without degrading routability.
First, the direct link width was reduced to 5 bits. Sec-
ond, only one half of the LEs has direct links upward
and upward along the diagonals; and the other half,
only downward links and downward along the diago-
nals. The available connections of prototype 1.6 are
shown in more detail in Fig. 2.

In prototype 1.16 a full switch block is again added,
because further reduction of direct links will only
worsen routability. Such a block allows each LE in the
LAB to connect to the nearest LE. At the same time,
the long buses’ width has been reduced to 8 bits in
order not to increase the amount of configuration
memory.
SIAN MICROELECTRONICS  Vol. 50  No. 6  2021
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The routability is reduced by ~113 unrouted nets on
prototypes 1.1–1.16 (in contrast to the original chip)
but is improved by increasing the length and width of
the R/C buses, as well as by increasing the LAB size to
16 LEs.

When full routability is achieved, a reduction in the
maximum and average net length is added to the pro-
totyping goals in addition to reducing the amount of
memory. The next stages of software circuit prototyp-
ing are shown in Table 2, taking the new goals set into
consideration. Here, prototype 1.16 is taken as the ini-
tial basic chip with an increased LAB size of up to
16 LEs, an increased number of LABs, and a propor-
tional increase in the width of the routing buses. The
total area of the circuit is 4096 LEs. The table does not
contain a column with the previous prototype name,
since modifications are made sequentially to the pre-
vious prototype. Also, the table does not contain a col-
umn with the number of unrouted nets, since all test
circuits are completely routed in all prototypes.

The increase of the prototype size allows to test
larger user design. In this case, ac97 was used for test-
ing [27]. The size of ac97 after logic synthesis was
3732 LEs and 3821 wires.

Table 2 also demonstrates that at this stage of pro-
totyping, memory is reduced due to the reduction of
SBs and LCBs, as well as a small change in the width
of local connections and the width of the R3C3 and
R6C6 buses at the intersection of a row and a column.

The result of the software prototyping is the basic
chip developed from prototype 2.6. The average mem-
ory size per LE in this prototype is 47.3 bits less than
the parent prototype. At the same time, the initial level
of interconnection routability is not lost and the total
size of the chip is increased by 896 LEs.

Thus, software circuit prototyping made it possible
to evaluate the architecture of the basic chip before its
layout design and to obtain an FPGA that meets all the
specified requirements.

CONCLUSIONS
This paper presents a new stage in the design f low

for reconfigurable and heterogeneous SoCs and
FPGAs called software circuit prototyping. This stage
allows to evaluate the basic chip architecture before
developing the chip layout. At the same time, the
paper describes the method developed for software
circuit prototyping and a formalized representation of
the RSoC and FPGA circuitry in CAD tools, which
provides f lexible and prompt software configuration
for a loaded circuit.

The stage of loading a basic chip is also considered
in detail and the features of the analysis and processing
of the RSoC and FPGA layout in CAD are presented.
The practical results of using the developed method of
software FPGA architecture prototyping are demon-
strated. Possible architecture parameters and charac-
RUSSIAN MICROELECTRONICS  Vol. 50  No. 6  20
teristics, based on which the obtained prototypes can
be compared, are described.
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