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Abstract—The article discusses the use of hybrid HPC clusters for the execution of software designed to cal-
culate the electronic structure and atomic scale materials modeling. Modern software systems, which are
designed to solve the problems of materials science, use the capabilities of various hardware computing accel-
erators to increase productivity. The use of such computing technologies requires the adaptation of applica-
tion program code to hybrid computing architectures, which include classic central processing units (CPUs)
and specialized graphics accelerators (GPUs). The use of large computing hybrid systems requires the devel-
opment of methods for ensuring the workloading of such computing systems that will allow efficient use of
computing resources and avoid equipment downtime. First of all, these methods should allow parallel exe-
cution of user applications using computational accelerators. However, in practice, software environments
designed to solve application problems cannot be deployed in the same computing environment due to soft-
ware incompatibility. In order to overcome this limitation and ensure the parallel execution of diverse types
of materials science tasks, the creation of individual task execution environments based on virtualization tech-
nologies and cloud technologies. The continuation of virtualization technologies and the provision of cloud
services is the construction of digital platforms. The article proposes the use of a digital platform for hosting
scientific materials science services that provide calculations using various application software systems. Dig-
ital platforms make it possible to provide a unified user interface to scientific materials science services. The
platform provides opportunities for finding the necessary scientific services, transferring source data and
results between users, the platform and hybrid high-performance clusters.
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INTRODUCTION
The current trend in science is the increasing role

of computer calculations [1]. Modern software sys-
tems designed to solve problems of materials science
and other fields of science, require huge computa-
tional resources [2–5]. They are most effective when
deployed in HPC clusters, which have high perfor-
mance and allow you to solve problems in a reasonable
time with sufficient accuracy [6, 19].

In HPC clusters, there is an active introduction of
hybrid architectures. Special components are added to
computer systems—GPU, which can significantly
improve the performance of calculations and reduce
the time of scientific calculations.

Materials science software systems use graphics
accelerators for calculations. As an example, the

software systems VASP (The Vienna Ab initio Sim-
ulation Package) and Quantum ESPRESSO. These
software systems exhibit the greatest efficiency in
the exclusive use of computing resources: RAM,
CPU, GPU.

Note that the operation of a hybrid HPC cluster
poses the problem of managing resources and divid-
ing them among a group of users. Technologies
need to be developed that provide resources for
Materials Science applications for different users
and scientific teams.

A modern approach to workload management is
the use of virtualization and cloud technologies.
Cloud technologies allow us to provide users with
SaaS and PaaS services. It is advisable to provide sci-
ence teams with applied materials science systems as
cloud services.

The aim of the work is to consider the main prob-
lems and approaches to the provision of material sci-

1 This article was prepared based on a report presented at the
1st International Conference on “Mathematical Modeling in
Materials Science of Electronic Components” (Moscow, 2019).
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ence software in the environment of a hybrid high-per-
formance cluster using cloud technologies.

ASPECTS OF THE USE OF CLOUD 
TECHNOLOGIES IN THE HYBRID HPC 

CLUSTER IN THE PERFORMANCE 
OF MATERIALS SCIENCE TASKS

The use of cloud technologies is today a current
trend in all areas related to information technology [7,
12]. The provision of hybrid high-performance com-
puting services in the field of materials science is no
exception.

Currently, there are a number of software systems
that perform problem solving in various areas of mate-
rials science. Such systems as ABINIT, VASP, Quan-
tum ESPRESSO, LAMMPS, MEEP, MPB, Open-
FOAM can run on hybrid HPC clusters, however, it
requires the preparation of a runtime environment,
the workload management system setup, the organiza-
tion of parallel computing [8].

The computing environment requires greater f lexi-
bility and adaptability to changing requirements from
applications and user tasks.

At the same time, it is possible to identify the main
problems that arise when using cloud technologies:

—the problem of deploying the code of the soft-
ware science materials system in a hybrid HPC cluster
environment;

—the problem of adapting the user code to the
hybrid computer;

—the problem of creating an individual environ-
ment for the execution of tasks [9].

To solve these problems, it is necessary to develop
methods and algorithms for the adaptation and execu-
tion of applications for users on a hybrid computing
cluster that uses specialized computing accelerators to
perform calculations. Solutions for adapting software
code in languages of various levels to the target plat-
form of a hybrid computing cluster, algorithms for
providing computing resources to tasks in a multitask-
ing environment, as well as methods for creating an
adapted task execution environment using virtualiza-
tion technologies require scientific study and are rele-
vant at the current stage of theory and development.
practices of providing computing resources of a hybrid
architecture to research teams.

The use of cloud technologies, on the one hand,
provides a number of advantages associated with a uni-
fied approach to providing services to users, and, on
the other hand, gives rise to problems caused by the
need to provide a wide range of services and adapt the
computing environment of the calculator to the needs
of each user task.

The issues of providing resources for such systems
and the simultaneous execution of tasks that are differ-
ent in scientific orientation require solving from the
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point of view of developing efficient algorithms for
organizing the computational process. It is necessary
to ensure efficient work loading of the hybrid cluster
with tasks of various types, which allow minimizing
equipment downtime and reduce the time for per-
forming scientific tasks.

A separate scientific study requires the adaptation
of application software code to the architecture of the
hybrid computing system. This task should include the
classification of software according to the degree of
mobility, approaches to translating software code into
technologies that allow the use of computing acceler-
ators and the creation of an individual environment for
performing a scientific task on the resources of a
hybrid computing cluster.

As a result of solving problems of creating an indi-
vidual execution environment and deploying system
software, the materials science software package and
user applications, it can create services like SaaS and
PaaS. Figure 1 shows an example of the use of scien-
tific teams to the materials science services. For each
request to the service, an individual runtime environ-
ment is created in which the software system for scien-
tific calculations is deployed. Virtualization technolo-
gies provide independent parallel operation of calcu-
lated jobs in a hybrid HPC cluster.

As a basis for the deployment of virtual environ-
ments, images of virtual machines containing the
complete set of software necessary for solving an
application problem can be used. In this case, the user
is provided with a service like SaaS.

Another possibility to provide a virtual environ-
ment is to deploy a framework in it using which the
user deploys his own software designed to solve mate-
rials science problems. In this case, the user receives
the PaaS service and, on its basis, creates a computing
environment for solving an applied problem. Note that
in the future, based on such decisions, SaaS services
can be deployed.

IMPROVING THE PERFORMANCE 
OF MATERIALS SCIENCE TASKS BASED

ON GRAPHICS ACCELERATORS
The use of graphic accelerators significantly

improves the performance of solving scientific prob-
lems and reduces the execution time of applications. It
should be noted that grade enhancement performance
depends on the type of accelerator and the type of
application [10]. However, in the general case, the use
of hybrid HPC clusters leads to an increase in the
quality of computing services.

The work [11] addresses the issues of providing
high-performance resources as a cloud service, ana-
lyzes open cloud platforms (Amazon, IBM, Google),
provides approaches to the use of specialized comput-
ing accelerators to improve the performance of com-
puting systems to expand cloud platform services,
20
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Fig. 1. Cloud services for materials science in hybrid HPC.
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which requires the use of hybrid architectures building
computing systems. With regard to the problems of
materials science, it can be noted that most software
systems designed for carrying out calculations use
GPU resources to speed up calculations.

Also, there is a tendency to adapt algorithms for
solving applied problems to the conditions of execu-
tion on computing facilities of a hybrid architecture
equipped with accelerators of calculations.

Computational algorithms differ depending on the
application, but for all areas the use of mechanisms of
hybrid high-performance clusters is typical:

—MPI is a technology that allows you to use simul-
taneous parallel processes and organize the exchange
of data between them;

—CUDA—technology access and perform calcula-
tions on graphics accelerators.

Thus, the development projects available for
research teams aimed at solving applied problems can be
transferred to the resources of a hybrid high-performance
computing cluster, however, refinement is required to
take into account the use of new technologies.
RUS
When transferring, naturally, the expediency factor
must be taken into account, showing how effectively
the problem will be solved using hybrid technologies
and what costs will be required for the processing of
codes and algorithms.

However, the tendency to introduce hybrid tech-
nologies shows that the advantages provided by hybrid
computers are so great that there is a migration of
existing software and algorithms to these technologies.

INTEGRATION OF MATERIAL SCIENCE 
SERVICES THROUGH A DIGITAL PLATFORM

The current trend in providing computing services
is cloud computing and a platform-based approach to
providing services.

A digital platform for scientific research is an infor-
mation object that allows service providers to post
information on scientific services and provide access
to these services through a single information portal of
a digital platform. Accordingly, consumers of scien-
tific services can receive information about available
services from a single registry of a digital platform and
order, execute and receive results through a digital
SIAN MICROELECTRONICS  Vol. 49  No. 8  2020
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Fig. 2. Access to the HPC cluster through the digital platform.
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platform portal. The aspects of digital platforms for
scientific research is described in detail in [12, 13].

Thus, the provision of hybrid computing services as
a service of a digital platform is a logical continuation
of the concept of cloud computing and platform tech-
nologies [14, 15].

In the field of material science, this model allows
the user a registry of services that provide solutions to
problems in this area.

Figure 2 shows an example of user access to cloud
computing resources of the digital materials science
platform.

The search service provides a search in the registry
of ready-made services developed using the technol-
ogy described above. It is possible to access these ser-
vices through a single entry point of a digital platform
using common SSO authentication.

PaaS is very convenient for research teams to
deploy and operate their own software on the plat-
form, as well as frameworks and integrated environ-
ments.

Examples of the use of PaaS in the field of material
science include the creation and operation of calcula-
RUSSIAN MICROELECTRONICS  Vol. 49  No. 8  20
tion services of electronic-structure Quantum
ESPRESSO [16].

In the field of the provision of scientific services, a
striking example of PaaS is the provision of services of
hybrid high-performance computing systems for per-
forming calculations that require large computing
power. Such calculations are used in many areas of
modern science and the services of supercomputer
centers are in demand from scientific teams of various
fields of knowledge [17]. We note that in the general
case, the service of a supercomputer center for the pro-
vision of calculators cannot be explicitly considered as
PaaS in terms of cloud computing. Algorithms for
resource allocation, allocation of computers and user
services for supercomputers differ from the classical
work of cloud providers. In particular, to accelerate
the processes of computing in supercomputers, virtu-
alization and parallel operation of one computing unit
are not used in the interests of a group of users. It uses
batch processing of jobs, job queues and other methods
of organizing the computational process, which allow
optimizing the operation of the supercomputer [18].

The publication and provision of services of hybrid
computing systems in a digital platform is carried out
20
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through the implementation of information interac-
tion protocols provided for in the digital platform. To
do this, specialized interface modules, adapters, are
developed that allow the exchange of data between
digital platform and computer system management
services. It should be borne in mind that the manage-
ment service of the digital platform does not perform
the functions of controlling the computing process,
but provides tasks for the calculations and the initial
data received by the digital platform.

Also, through the means of a digital platform, on-
line user access to the tools of the computer system can
be carried out to prepare and test calculation tasks.
Thus, a user of a hybrid computing cluster receives
cloud computing services (SaaS, PaaS) through a uni-
fied interface of a digital platform for scientific
research.

CONCLUSIONS

Materials science software systems require large
amounts of computational resources. It is advisable to
perform them in hybrid HPC cluster environments.
The modern effective solution for the implementation
of these software systems is the creation of individual
execution environments based on virtualization tech-
nologies. Container technologies allow you to create
isolated virtual objects containing all the necessary
software to perform materials science calculations.
The user may be provided with a fully prepared envi-
ronment for performing calculations. In this case, he
receives the SaaS cloud service, has the ability to
download data and make calculations. Another option
for using cloud computing services is PaaS. In this
case, the user receives a software environment con-
taining the necessary software tools. He deploys his
own software designed for calculating materials sci-
ence, configures licenses, software environment and
performs calculations.

The preferred mode of providing resources of the
hybrid HPC cluster for solving problems of materials
science is PaaS based on container technology. In this
case, the cluster resources can be used most fully and
flexibly, as well as the capabilities of the materials sci-
ence software for working with graphics accelerators.
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