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Abstract. We consider the Cauchy problem for a parabolic equation with a placian or a general
second-order quasilinear equation with boundary conditions of the Bitsadze–Samarskii type. We prove
that at least one generalized solution of such problem exists.
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INTRODUCTION

Nonlocal elliptic boundary value problems have been considered since the 1930s of the XXth century, see
Carleman [1]. In the 50–60s of the XXth century, abstract nonlocal problems were studied by Vishik [2],
Browder [3], etc. The theory of nonlocal boundary value problems has applications to physics, engineering,
biology, e.a. In 1969, Bitsadze and Samarskii considered an elliptic equation with nonlocal conditions con-
necting the values of unknown function on a boundary with its values on some manifold inside a domain,
see [4]. Since the 70s, linear nonlocal parabolic problems with the Bitsadze–Samarskii type of nonlocality
have also been studied, see, for example, [5, 6] and the bibliography there. Note that, for a long time, only
some special cases of the Bitsadze–Samarskii boundary value problems were considered. In 1980, Samarskii
described the question of solvability for nonlocal elliptic problems as “unsolved one”, see [7]. A method for
studying linear elliptic boundary value problems with such nonlocal conditions was developed in the 80-90s,
see [8–12]. The nonlinear elliptic boundary value problems with such nonlocal conditions were studied in
[13]. The linear parabolic boundary value problems with such nonlocal conditions were studied in [14]. In
this paper, we consider nonlinear nonlocal parabolic problems. Note also that nonlocal parabolic problems
have important applications to Feller’s semigroup theory, see [15–17].

1. STATEMENT OF THE PROBLEM

Let Q ⊂ R
n be a bounded domain with boundary ∂Q ∈ C

∞ or a cylinder (0, d)×G, where G ⊂ R
n−1 is

a bounded domain (with boundary ∂G ∈ C
∞ if n � 3), Δpw = −

∑

1�i�n

∂i
(
|∂iw|p−2∂iw

)
. We assume that

2 � p < ∞, 1/p+ 1/q = 1, f ∈ Lq(0, T ;W
−1
q (Q)), ψ ∈ L2(Q).

All functions are real–valued. In the cylinder ΩT = Q× (0, T ), we consider the differential equation

∂tw(x, t) + Δpw(x, t) = f(x, t) ((x, t) ∈ ΩT ) (1.1)

with initial condition

w(x, 0) = ψ(x) (x ∈ Q) (1.2)

and with nonlocal boundary conditions

w|ΓT
rl

=
J0∑

j=1

γr
ljw|ΓT

rj
(r ∈ B, l = J0 + 1, . . . , J),

w|ΓT
rl

= 0 (r /∈ B, l = 1, . . . , J),

⎫
⎬

⎭
(1.3)

where the set ΓT = {ΓT
rl} is defined as follows.

Let M be a finite set of vectors h ∈ Z
n, and let M be the additive group generated by M . Denote by

Qr the open connected components of the set Q \ (
⋃

h∈M

(∂Q + h)). The set Qr is called a subdomain. The
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122 SOLONUKHA

family R of all subdomains Qr (r = 1, 2, . . .) is called a partition of the domain Q. It is easy to see that the
set R is at most countable,

⋃

r

∂Qr =
( ⋃

h∈M

(∂Q+ h)
)
∩Q, and

⋃

r

Qr = Q.

As is known, see Lemma 7.1 of [9, Ch.II,§7], for any subdomain Qr1 and an arbitrary vector h ∈ M , either
there is a subdomain Qr2 such that Qr2 = Qr1 + h or Qr1 + h ⊂ R

n \Q. Thus, the family R can be divided
into disjoint classes as follows: subdomains Qr1 , Qr2 ∈ R belong to the same class if Qr2 = Qr1 + h for
some h ∈ M . We denote the subdomains Qr by Qsl, where s is the class number and l is the subdomain
number in the sth class. Obviously, each class consists of a finite number N = N(s) of subdomains Qsl, and
N(s) � ([diamQ] + 1)n. The set of classes can be finite or countable (see examples in Section 7, Ch. II of
[9]).

Introduce the set K given by the formula

K =
⋃

h1,h2∈M

{
Q ∩ (∂Q+ h1) ∩ [(∂Q+ h2) \ (∂Q+ h1)]

}
, (1.4)

Let Γρ denote the open connected (in the topology of ∂Q ) components of the set ∂Q \K . The following
result was obtained in [9, §7].

Lemma 1. If (Γρ + h) ∩Q �= ∅ for some h ∈ M , then either Γρ + h ⊂ Q or there exists a Γr ⊂ ∂Q \ K
such that Γρ + h = Γr.

According to this property, the sets
{
Γρ + h : Γρ + h ⊂ Q, ρ = 1, 2, . . . , h ∈ M

}
can be divided into

classes. The sets Γρ1 + h1 and Γρ2 + h2 belong to the same class if
1) there is a vector h ∈ M such that Γρ1 + h1 = Γρ2 + h2 + h;
2) for any Γρ1 + h1,Γρ2 + h2 ⊂ ∂Q the normals to ∂Q at the points x ∈ Γρ1 + h1 and x − h ∈ Γρ2 + h2

have the same direction.
Let the set Γρ + h be denoted by Γrj , where r is the index of a class and j is the index of an element

in that class (1 � j � J = J(r)). Without lost of generality, we assume that Γr1, . . . ,ΓrJ0 ⊂ Q and
Γr,J0+1, . . . ,ΓrJ ⊂ ∂Q (0 � J0 = J0(r) < J(r)).

It is well known (see [9, §7]) that this partition has the following properties.

Lemma 2. For any Γrj ⊂ ∂Q, there exists a subdomain Qsl such that Γrj ⊂ ∂Qsl. Moreover, the inclusion
Γrj ⊂ ∂Qsl implies Γrj ∩ ∂Qs1l1 = ∅ if (s1, l1) �= (s, l).

Lemma 3. For every r = 1, 2, . . . , there exists a unique index s = s(r) such that N(s) = J(r) and
Γrl ⊂ ∂Qsl (l = 1, . . . , N(s)) (up to reindexing).

Write ΓT
rl := Γrl × (0, T ).

Example 1. We consider problem (1.1), (1.2) in the rectangular parallelepiped ΩT = (0, 2)×(0, 1)×(0, T )
with the Bitsadze–Samarskii nonlocal boundary conditions

w(x1, 0, t) = w(x1, 1, t) = 0 (0 � x1 � 2; 0 < t < T ),
w(x, t)|x1=0 = γ1w(x, t)|x1=1, (0 < x2 < 1; 0 < t < T )
w(x, t)|x1=2 = γ2w(x, t)|x1=1 (0 < x2 < 1; 0 < t < T )

⎫
⎬

⎭
. (1.5)

Here we have 4 classes of sets:
1) ΓT

11 = {1}×(0, 1)×(0, T ), ΓT
12 = {0}×(0, 1)×(0, T ); 2) ΓT

21 = {1}×(0, 1)×(0, T ), ΓT
22 = {2}×(0, 1)×(0, T );

3) ΓT
31 = (0, 1)×{0}×(0, T ), ΓT

32 = (1, 2)×{0}×(0, T ); 4) ΓT
41 = (0, 1)×{1}×(0, T ), ΓT

42 = (1, 2)×{1}×(0, T ).
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Fig. 1.
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Our nonlocal boundary conditions (1.5) can be written as follows

w|ΓT
rl
= 0 (r = 3, 4; l = 1, 2),

w|ΓT
12

= γ1w|ΓT
11
,

w|ΓT
22

= γ2w|ΓT
21

⎫
⎬

⎭
. (1.6)

2. ISOMORPHISM OF SPACES

We assume that the following conditions hold.

Condition 1. The set K given by formula (1.4) satisfies condition

mesn−1(K ∩ ∂Q) = 0. (2.1)

Condition 2. For any subdomain Qsl (s = 1, 2, . . ., l = 1, . . . , N(s)) and an arbitrary ε > 0, there exists
some open set Gsl ⊂ Qsl with boundary ∂Gsl ∈ C1 such that mesn(Qsl\Gsl) < ε and mesn−1(∂GslΔ∂Qsl) <
ε.

We consider our problem in the Sobolev space Lp(0, T ;W
1
p (Q)). This is the set of functions u ∈ Lp(ΩT )

having all generalized derivatives ∂iu in Lp(ΩT ). It is well known that this space is reflexive and Banach.
Let

Lp(0, T ;W
1
p,γ(Q)) := {w ∈ Lp(0, T ;W

1
p (Q)) : w satisfies (1.3)}, (2.2)

Lp(0, T ; W̊
1
p (Q)) := {u ∈ Lp(0, T ;W

1
p (Q)) : u|x∈∂Q = 0 for almost all t ∈ (0, T )}, (2.3)

where ‖u‖p
Lp(0,T ;W̊ 1

p (Q))
:=

∑

1�i�n

T∫

0

∫

Q

|∂iu(x, t)|p dx dt.

Consider a collection of real constant coefficients {ah ∈ R : h ∈ M }. Define the difference operator
R : Lp(0, T ;R

n) → Lp(0, T ;R
n) by the formula

Ru(x, t) =
∑

h∈M

ahu(x+ h, t). (2.4)

We define the operator RQ = PQRIQ : Lp(ΩT ) → Lp(ΩT ), where IQ : Lp(ΩT ) → Lp(R
n × (0, T )) is

the operator of extention for functions from Lp(ΩT ) by zero to (Rn \ Q) × (0, T ) and we denote by PQ :
Lp(R

n × (0, T )) → Lp(ΩT ) is the operator of restriction for functions from Lp (R
n × (0, T )) to ΩT .

As mentioned above, the difference operator Ru(x) =
∑

h∈M

ahu(x + h) as well as the operator RQ =

PQRIQ : Lp(Q) → Lp(Q) were studied earlier, see [8, 9, 12] for p = 2 and [19] for 1 < p < ∞. To simplify
the record here and below, we will denote by RQ both the operators:

RQ : Lp(ΩT ) → Lp(ΩT ) and RQ : Lp(Q) → Lp(Q).

Consequently, it will be clear from the context where we consider RQ : Lp(0, T ; W̊
1
p (Q)) → Lp(0, T ;W

1
p,γ(Q))

and where we consider RQ : W̊ 1
p (Q) → W 1

p,γ(Q). Here we denote by W̊ 1
p (Q) the space of elements from

Sobolev space u ∈ W 1
p (Q) that satisfy the Dirichlet boundary condition u|x∈∂Q = 0; and we denote by

W 1
p,γ(Q) the elements from Sobolev space u ∈ W 1

p (Q) that satisfy nonlocal boundary conditions

w|Γrl
=

J0∑

j=1

γr
ljw|Γrj (r ∈ B, l = J0 + 1, . . . , J),

w|Γrl
= 0 (r /∈ B, l = 1, . . . , J).

⎫
⎬

⎭

Lemma 4. The linear operators R : Lp(R
n × (0, T )) → Lp(R

n × (0, T )) and RQ : Lp(ΩT ) → Lp(ΩT ) are
bounded for 1 < p < ∞.

This statement follows from Lemma 8.1 in [9] and Lemma 1 in [19].

Denote by Lp

(
⋃

l

Qsl × (0, T )

)

the subspace of functions from Lp(ΩT ) that vanish for x not belonging

to
⋃

l

Qsl (l = 1, . . . , N(s)). Introduce the bounded operator Ps : Lp(ΩT ) → Lp

(
⋃

l

Qsl × (0, T )

)

by the
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formula Psu(x, t) = u(x, t) (x ∈
⋃

l

Qsl, t ∈ (0, T )), Psu(x, t) = 0 (x ∈ Q \
⋃

l

Qsl, t ∈ (0, T )). Obviuosly, Ps is

a projector to Lp

(
⋃

l

Qsl × (0, T )

)

. Since mesn(∂Qsl) = 0, we have

Lp(Q) = �
s
Lp

(
⋃

l

Qsl

)

; Lp(ΩT ) = �
s
Lp

(
⋃

l

Qsl × (0, T )

)

. (2.5)

The following assertion is evident.

Lemma 5. Lp (
⋃

l Qsl × (0, T )) is an invariant subspace of the operator RQ.

We define an isomorphism of reflexive Banach spaces

Us : Lp

(
⋃

l

Qsl × (0, T )

)

→ LN
p

(

Qs1 × (0, T )

)

by the formula
(Usu)l(x, t) = u(x, t+ hsl) (x ∈ Qs1, t ∈ (0, T )), (2.6)

where l = 1, . . . , N = N(s) and the vector hsl is such that

Qs1 + hsl = Qsl (hs1 = 0), LN
p (Qs1) =

∏

l

Lp(Qs1), LN
p

(

Qs1 × (0, T )

)

=
∏

l

Lp

(

Qs1 × (0, T )

)

.

We introduce the matrices Rs = {rsml}1�m,l�N(s) by setting

rsml =

{
ah (h = hsl − hsm ∈ M ),
0 (hsl − hsm �∈ M ).

(2.7)

The boundedness of Q and formula (2.7) imply that a number of different matrices is finite. Let n1 de-
note this number and let Rsν denote all different matrices Rs (ν = 1, . . . , n1). We define the operator
RQs : L

N
p (Qs1 × (0, T )) → LN

p (Qs1 × (0, T )) given by

RQs = UsRQU
−1
s (2.8)

By virtue of Lemma 8.6 from [9, Ch. II, §8], RQs is the operator of multiplication by the matrix Rs. Moreover,
by virtue of Lemma 8.7 from [9, Ch. II, §8], the spectrum of RQ is defined by the spectrums of Rsν :

σ(RQ) =
⋃

1�ν�n1

σ(Rsν ).

Corollary 1. Let Rs (s = s(r), r ∈ B) be nonsingular. Then the operator RQ has a bounded inverse
operator R−1

Q : Lp(ΩT ) → Lp(ΩT ). Moreover, the operator R−1
Qs : LN

p (Qs1 × (0, T )) → LN
p (Qs1 × (0, T ))

given by
R−1

Qs = UsR
−1
Q U−1

s (2.9)

is the operator of multiplication by the matrix R−1
s .

By Lemma 3, for every r = 1, 2, . . ., there is a single index s = s(r) such that N(s) = J(r) and Γrl ⊂ ∂Qsl,
l = 1, . . . , N(s), after reindexing the subdomains of the sth class. Let Rs(r) denote the matrices obtained by
renumbering the corresponding columns and rows in Rs (s = s(r)). Let erj (j = 1, . . . , J(r)) be the jth row of
the J × J0 matrix obtained by deleting the last J − J0 columns from Rs(r). And let Rs0 denote the J0 × J0
matrix obtained by deleting the last N(s)− J0 rows and columns from Rs.

Definition 1. We say that the matrices Rs correspond to the boundary conditions (1.3) if the following
condition holds:

Condition 3. There is a collection {ah ∈ R : h ∈ M } such that, for any s = 1, 2, . . . , the matrices Rs

are nonsingular and for all r ∈ B and s = s(r) it is true that

erl =
∑

1�j�J0

γr
lje

r
j (l = J0 + 1, . . . , J). (2.10)
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Example 2. We continue to consider problem (1.1), (1.2), (1.5) in the rectangular parallelepiped
ΩT = (0, 2) × (0, 1) × (0, T ), see Example 1. By nonlocal conditions (1.5), we have the set of shifts
M = {(0, 0); (1, 0); (−1, 0)}; the partition of the domain Q = (0, 2) × (0, 1) contains two subdomains
Q11 = (0, 1) × (0, 1) and Q12 = (1, 2) × (0, 1) from the same class. The set K consists of 6 points
K = {(i, j) : i = 0, 1, 2; j = 0, 1}. Conditions 1 and 2 hold. We consider the difference operator

Ru(x, t) = u(x, t) + a1u(x1 + 1, x2, t) + a−1u(x1 − 1, x2, t).

We define the operator RQ = PQRIQ : Lp(ΩT ) → Lp(ΩT ). Clearly, here R1 =

(
1 a1

a−1 1

)

and R10 = 1.

For any u ∈ Lp(0, T ; W̊
1
p (Q)) and w = RQu, we have

w|x1=0 = RQu|x1=0 = a1u|x1=1, w|x1=2 = RQu|x1=2 = a−1u|x1=1,

w|x1=1 = RQu|x1=1 = u|x1=1.

Thus, if a1 = γ1, a−1 = γ2, and u ∈ Lp(0, T ; W̊
1
p (Q)), then w = RQu satisfies the nonlocal boundary

conditions (1.5), i.e. RQ(Lp(0, T ; W̊
1
p (Q))) ⊂ Lp(0, T ;W

1
p,γ(Q)), where γ = {γ1, γ2}.

Theorem 1. Let Conditions 1–3 hold and let the corresponding matrices Rs and Rs0 (s = s(r), r ∈ B) be
nonsingular. Then there exists a set γ = {γr

lj} such that the operator RQ is a continuous one-to-one mapping

of Lp(0, T ; W̊
1
p (Q)) onto Lp(0, T ;W

1
p,γ(Q)).

Proof. Note that the operator RQ does not depend on t. Due to the nonsingularity of the matrices Rs

and Rs0, the operator RQ is a continuous one-to-one mapping of W̊ 1
p (Q) onto W 1

p,γ(Q), see Theorem 1.1 in
[13] (for p = 2, see Theorem 8.1 in [9] or Theorem 2.1 in [12]). Therefore, RQ is a continuous one-to-one

mapping of Lp(0, T ; W̊
1
p (Q)) onto Lp(0, T ;W

1
p,γ(Q)).

3. OPERATOR EQUATION

Let us consider the generalized derivatives ∂t with respect to time variable. We assume that the unbounded
operator ∂t : Lp(0, T ;W

1
p (Q)) ⊃ D(∂t) → Lq(0, T ;W

−1
q (Q)) has the domain

D(∂t) := {w ∈ Lp(0, T ;W
1
p (Q)) : ∂tw ∈ Lq(0, T ;W

−1
q (Q))}. (3.1)

The nonlinear operator Δp : Lp(0, T ;W
1
p,γ(Q)) → Lq(0, T ;W

−1
q (Q)) is given by the formula

〈Δpw, v〉 =
∑

1�i�n

∫

ΩT

|∂iw|p−2∂iw ∂iv dx dt ∀v ∈ Lp(0, T ; W̊
1
p (Q)).

We introduce the space Wγ by the formula

Wγ := {w ∈ Lp(0, T ;W
1
p,γ(Q)) : ∂tw ∈ Lq(0, T ;W

−1
q (Q))}. (3.2)

Definition 2. The function w ∈ Wγ is called a generalized solution of problem (1.1)–(1.3) if it satisfies
the operator equation

∂tw +Δpw = f, w ∈ Wγ (3.3)

with initial condition (1.2).

We assume that Conditions 1–3 hold and the corresponding matrices Rs and Rs0 are nonsingular. By
virtue of Theorem 1, there exists an isomorphism RQ : Lp(0, T ; W̊

1
p (Q)) → Lp(0, T ;W

1
p,γ(Q)). Thus, for any

w ∈ Wγ ⊂ Lp(0, T ;W
1
p,γ(Q)), there exists an unique element u ∈ Lp(0, T ; W̊

1
p (Q)) such that w = RQu and

u = R−1
Q w. We introduce the space

W := {u ∈ Lp(0, T ; W̊
1
p (Q)) : ∂tu ∈ Lq(0, T ;W

−1
q (Q))}. (3.4)

Lemma 6. For any u ∈ W , ∂tRQu = RQ∂tu ∈ Lq(0, T ;W
−1
q (Q)).

RUSSIAN JOURNAL OF MATHEMATICAL PHYSICS Vol. 29 No. 1 2022
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Proof. The linear operator RQ : Lq(ΩT ) → Lq(ΩT ) is bounded, see Lemma 4. For any u ∈ W such that
∂tu ∈ Lq(ΩT ), we have that RQ∂tu ∈ Lq(ΩT ). Obviously, ∂tRQu = RQ∂tu ∈ Lq(ΩT ). Here we can use the
density of inclution Lq(ΩT ) ⊂ Lq(0, T ;W

−1
q (Q)) and the closure of the graph of the bounded linear operator

RQ. I.e. for any u ∈ W , there exist the sequence {un} ⊂ W such that ∂tun ∈ Lq(ΩT ) and ∂tun → ∂tu in
Lq(0, T ;W

−1
q (Q)). Then RQ∂tu = lim

n→∞
RQ∂tun = lim

n→∞
∂tRQun = ∂tRQu.

From Lemma 6 it follows that w ∈ Wγ if u ∈ W , since RQ is an isomorphism. By virtue of Theorem 1.17
in [21, Ch.4,§1], u ∈ C(0, T ;L2(Q)) and w ∈ C(0, T ;L2(Q)). Thus,

ϕ(x) := u(x, 0) = R−1
Q w(x, 0) = R−1

Q ψ(x).

Therefore, u|t=0 = ϕ ∈ L2(Q) and w|t=0 = ψ ∈ L2(Q) are well defined. We obtain the following result.

Theorem 2. Let Conditions 1–3 hold and let the corresponding matrices Rs and Rs0 (s = s(r), r ∈ B)
be nonsingular. If u ∈ W is a solution of the operator equation

∂tRQu+ΔpRQu = f, u ∈ W, (3.5)

with initial condition
u(x, 0) = ϕ(x) = R−1

Q ψ(x), (3.6)

then w = RQu is a generalized solution of problem (1.1)–(1.3).

Example 3. We continue to consider the problem (1.1), (1.2), (1.5) with Bitsadze–Samarskii nonlocal
boundary conditions in the rectangular parallelepiped ΩT = (0, 2) × (0, 1) × (0, T ). As it was proved in

the example 2, the corresponding operator RQ is defined by the matrix R1 =

(
1 γ1
γ2 1

)

. This matrix is

nonsingular if γ1γ2 �= 1; the matrix R10 = (1) is nonsingular also. Thus, in order to solve of the problem
(1.1), (1.2), (1.5), we can study the following problem:

∂tRQu(x, t) + ΔpRQu(x, t) = f(x, t) ((x, t) ∈ ΩT ), (3.7)

u(0, x) = ϕ(x) = R−1
Q ψ(x) (x ∈ Q), (3.8)

u(x, t) = 0 ((x, t) ∈ ∂Q× (0, T )). (3.9)

4. PROPERTIES OF DIFFERENCE OPERATORS

Here we consider the properties of the operator RQ and its conjugate operator R∗
Q.

Lemma 7 (cf. Lemma 8.2 in [9].). The operator R : Lp(R
n × (0, T )) → Lp(R

n × (0, T )) is bounded, and

R∗u(x, t) =
∑

h∈M

ahu(x− h, t).

Let G ⊂ R
n be a domain such that G ⊂ Q, and let GT := G × (0, T ). We denote by W 1,0

p (GT ) the
anisotropic Sobolev space consisting of functions u ∈ Lp(GT ) which have all generalized derivatives ∂iu in
Lp(GT ) with the norm

‖u‖W 1,0
p (GT ) =

⎧
⎨

⎩

∑

1�i�n

∫

GT

|∂iu|p dt dx +

∫

GT

|u|p dt dx

⎫
⎬

⎭

1/p

.

The space W 1,0
p (GT ) can be identified with the space Lp(0, T ;W

1
p (G)). It is also clear that

Lp(0, T ; W̊
1
p (Q)) =

{
u ∈ W 1,0

p (ΩT ) : u|∂Q×(0,T ) = 0
}
.

As it was mentioned in Section 2, the operator RQs : L
N
p (Qs1 × (0, T )) → LN

p (Qs1 × (0, T )) defined by the
equality RQs = UsRQU

−1
s is the operator of multiplication by the matrix Rs = {rsml}. At the same time,

the operator R∗
Qs : L

N
p (Ωs1) → LN

p (Ωs1) defined by

R∗
Qs = UsR

∗
QU

−1
s , (4.1)

is the operator of multiplication by the transposed matrix R∗
s = {rslm} to the matrix Rs = {rsml} of order

N(s)×N(s).
From Lemmas 8.13, 8.14 in [9] and Lemma 5 in [19], we obtain
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Lemma 8. The operators RQ : Lp(0, T ; W̊
1
p (Q)) → Lp

(
0, T ;W 1

p (Q)
)
and R∗

Q : Lp(0, T ; W̊
1
p (Q)) →

Lp

(
0, T ;W 1

p (Q)
)
are continuous. Moreover,

∂i(RQu) = RQ(∂iu), ∂i(R
∗
Qu) = R∗

Q(∂iu). (4.2)

From Lemma 8.15 in [9] and Lemma 6 in [19], we obtain

Lemma 9. For all u ∈ Lp

(
0, T ;W 1

p (Q)
)
, we have RQu ∈ Lp

(
0, T ;W 1

p (Qsl)
)
and

RQ =
∑

s

U−1
s RsUsPs, (4.3)

‖RQu‖Lp(0,T ;W 1
p (Qsl)) � c1

N(s)∑

j=1

‖u‖Lp(0,T ;W 1
p (Qsj)) (s = 1, 2, . . . ; l = 1, . . . , N(s)) . (4.4)

If detRsν �= 0 (ν = 1, . . . , n1), then there exists an inverse operator R−1
Q : Lp(ΩT ) → Lp(ΩT ) and R−1

Q w

belongs to Lp

(
0, T ;W 1

p (Qsl)
)
for all w ∈ Lp

(
0, T ;W 1

p (Q)
)
; moreover,

R−1
Q =

∑

s

U−1
s R−1

s UsPs, (4.5)

‖R−1
Q w‖Lp(0,T ;W 1

p (Qsl)) � c2

N(s)∑

j=1

‖w‖Lp(0,T ;W 1
p (Qsj)) (s = 1, 2, . . . ; l = 1, . . . , N(s)) . (4.6)

Here the constants c1, c2 > 0 are independent of s, u, and w.

We also consider symmetric and skew-symmetric parts of the operator RQ:

Rsym
Q :=

1

2
(RQ +R∗

Q), Rsk
Q :=

1

2
(RQ −R∗

Q).

Obviously, Rsym
Qs and Rsk

Qs are the operators of multiplication by the matrices

Rsym
s =

1

2
(Rs +R∗

s) and Rsk
s =

1

2
(Rs −R∗

s),

respectively. For these operators, the properties from Lemmas 8 and 9 hold.
In a standard way, we define scalar products in the spaces L2(Q) and L2(ΩT ):

(u, v)L2(Q) :=

∫

Q

u(x) v(x) dx, (u, v)L2(ΩT ) :=

∫

ΩT

u(x, t) v(x, t) dx dt.

Definition 3. The operator RQ : L2(Q) → L2(Q) is positive definite if there exists c3 > 0 such that

(RQu, u)L2(Q) � c3‖u‖2L2(Q) ∀u ∈ L2(Q).

Remark 1. RQ and Rsym
Q are positive definite if and only if Rsym

s > 0 for any s, see Lemma 8.8 in [9] or
Lemma 2.8 in [12]. Moreover, if Rsym

s > 0, then Rs and Rs0 are nonsingular.

Lemma 10. If Rsym
s > 0 for any s, then there exists a c3 > 0 such that

(RQu(t), u(t))L2(Q) =
(
Rsym

Q u(t), u(t)
)

L2(Q)
=
∑

s

∥
∥
∥
√
Rsym

Qs UsPsu(t)
∥
∥
∥
2

LN
2 (Qs1)

=
∥
∥
∥
√
Rsym

Q u(t)
∥
∥
∥
2

L2(Q)
� c3‖u(t)‖2L2(Q) ∀u(t) ∈ L2(Q). (4.7)

Proof. Clearly,

(RQu(t), u(t))L2(Q) =
(
u(t), R∗

Qu(t)
)
L2(Q)

=
1

2

(
(RQ +R∗

Q)u(t), u(t)
)
L2(Q)

=
(
Rsym

Q u(t), u(t)
)

L2(Q)
.
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From here we obtain the first equality in (4.7). By virtue of the relation Rsym
s > 0, a positive

√
Rsym

s exists.
From formulas (2.8), (4.1), and (4.3), we derive

(
Rsym

Q u(t), u(t)
)

L2(Q)
=
∑

s

(Rsym
s UsPsu(t), UsPsu(t))LN

2 (Qs1)

=
∑

s

(√
Rsym

s UsPsu(t),
√
Rsym

s UsPsu(t)
)

LN
2 (Qs1)

=
∑

s

∥
∥
∥
√
Rsym

Qs UsPsu(t)
∥
∥
∥
2

LN
2 (Qs1)

.

The symmetrical difference operator Rsym
Q is positive definite if and only if Rsym

s > 0 for any s, see Lemma
8.8 in [9]. Estimate (4.7) is proved. �

Corollary 2. If Rsym
s > 0 for any s, then there exists a c4 > 0 such that

(RQu, u)L2(ΩT ) =
(
Rsym

Q u, u
)

L2(ΩT )
=
∑

s

∥
∥
∥
√
Rsym

Qs UsPsu
∥
∥
∥
2

LN
2 (Qs1×(0,T ))

� c4‖u‖2L2(ΩT ) ∀u ∈ L2(ΩT ). (4.8)

Definition 4. A linear operator Λ : Lp(0, T ; W̊
1
p (Q)) ⊃ D(Λ) → Lq(0, T ;W

−1
q (Q)) is monotone if

〈Λu, u〉 � 0 ∀u ∈ D(Λ).

A linear densely defined monotone operator Λ is maximally monotone if there is no linear monotone operator
that is a strict extension of Λ.

As is known, in reflexive strictly convex spaces together with its conjugate, the maximal monotonicity of
the operator is equivalent to the condition:

〈Λu, u〉 � 0 ∀u ∈ D(Λ), 〈Λ∗v, v〉 � 0 ∀v ∈ D(Λ∗), (4.9)

see Lemma 1.1 [18, Chapter 3]. It is well known that the operator Λ = ∂t with the domain

D(Λ) = {u ∈ Lp(0, T ; W̊
1
p (Q)) : Λu ∈ Lq(0, T ;W

−1
q (Q)), u|t=0 = 0}, (4.10)

is maximal monotone, ∂∗
t = −∂t, and D(Λ∗) = {v ∈ Lp(0, T ; W̊

1
p (Q)) : ∂tv ∈ Lq(0, T ;W

−1
q (Q)), v|t=T = 0},

see [18, Chapter 3].

Theorem 3. Let Rsym
s > 0 for any s. Then the operator Λ = ∂tRQ with the domain given by (4.10) is

maximal monotone.

Proof. According to the rules of differentiation and by virtue of Lemma 6, we have

∂t (RQu(t), u(t))L2(Q) = (∂tRQu(t), u(t))L2(Q) + (RQu(t), ∂tu(t))L2(Q)

= (RQ∂tu(t), u(t))L2(Q) +
(
u(t), R∗

Q∂tu(t)
)
L2(Q)

= 2
(
∂tR

sym
Q u(t), u(t)

)

L2(Q)

for any u ∈ W . Since 〈∂tRsk
Q u, u〉 = 0, we obtain

〈∂tRQu, u〉 = 〈∂tRsym
Q u, u〉 =

T∫

0

(
∂tR

sym
Q u(τ), u(τ)

)

L2(Q)
dτ

=
1

2

(
Rsym

Q u(T ), u(T )
)

L2(Q)
− 1

2

(
Rsym

Q u(0), u(0)
)

L2(Q)
∀u ∈ W. (4.11)

If u ∈ D(Λ), we can use estimate (4.7):

〈∂tRQu, u〉 =
1

2

(
Rsym

Q u(T ), u(T )
)

L2(Q)
� c3

2
‖u(T )‖2L2(Q).

On the other hand, Λ∗ = −∂tR
∗ has the domain

D(Λ∗) = {v ∈ Lp(0, T ; W̊
1
p (Q)) : ∂tR

∗v ∈ Lq(0, T ;W
−1
q (Q)), v|t=T = 0},

and by (4.7) and (4.11), we get

〈(∂tRQ)
∗v, v〉 = −〈∂tR∗

Qv, v〉 = −〈∂tRsym
Q v, v〉 � c3

2
‖v(0)‖2L2(Q) � 0

for any v ∈ D(Λ∗). Condition (4.9) is fulfilled.

RUSSIAN JOURNAL OF MATHEMATICAL PHYSICS Vol. 29 No. 1 2022



ON A NONLINEAR NONLOCAL PARABOLIC PROBLEM 129

5. PROPERTIES OF THE OPERATOR ΔpRQ

Let us consider properties of the operator ΔpRQ : Lp(0, T ; W̊
1
p (Q)) → Lq(0, T ;W

−1
q (Q)) given by

〈ΔpRQu, v〉 =
∑

1�i�n

∫

ΩT

|∂iRQu|p−2∂iRQu ∂iv dx dt ∀u, v ∈ Lp(0, T ; W̊
1
p (Q)). (5.1)

In order to state some definitions, we denote by X a reflexive Banach space; X∗ is conjugate to X .

Definition 5. An operator A : X → X∗ is demicontinuous if it is continuous from the strong topology
of X to the weak topology of X∗.

A nonlinear analog of the notion of the nonnegative definiteness of an operator is accretivity. To define it,
it is necessary to introduce the duality operator. Recall that a mapping J : X → X∗ from a Banach space
X to the dual space X∗ is called the duality mapping with respect to a function Φ if

〈Ju, u〉X = ‖Ju‖X∗‖u‖X and ‖Ju‖X∗ = Φ(‖u‖X) for allu ∈ X,

see [18, Sec. 2.2]. Note that the standard duality operator J for the Lebesgue space Lp(ΩT ), which is given
by Ju = |u|p−2u, is the duality mapping with respect to the function Φ(r) = rp−1. By construction, J is
bounded. Moreover, J is demicontinuous, see Proposition 2.4 in [18, Ch. 2, §2].

Definition 6. A linear operator R̂Q : Lp(ΩT ) → Lp(ΩT ) is said to be accretive if

〈Ju, R̂Qu〉 :=
∫

ΩT

Ju R̂Qu dx dt � 0 for any u ∈ Lp(ΩT ).

R̂Q : Lp(ΩT ) → Lp(ΩT ) is strongly accretive if there exists c5 > 0 such that

〈Ju, R̂Qu〉 � c5‖u‖pLp(ΩT ).

Further we assume that R̂Q = R−1
Q . We denote R̂s = R−1

s , s = 1, . . . , n1.
We need the following auxiliary result.

Lemma 11. Let λ, a, b ∈ R+, p > 2. Then

ap ± λab
(
ap−2 − bp−2

)
+ bp � 0 ∀a, b ∈ R+ (5.2)

if λ ∈ R+ is such that
λp

λ+ 1
� pp

(p− 1)p−1
. (5.3)

In particular, estimate (5.2) is true if

λ � p

p− 1
p−1
√
p. (5.4)

Proof. By virtue of the symmetry in formula (5.2), without loss of generality we can assume that a � b.
Then we consider the function

ap ± λab
(
ap−2 − bp−2

)
+ bp = ap

(

1± λ
b

a
∓ λ

(
b

a

)p−1

+

(
b

a

)p
)

.

Since p > 2 and b/a � 1, we obtain b/a � (b/a)
p−1

and

1 + λ
b

a
− λ

(
b

a

)p−1

+

(
b

a

)p

� 1 +

(
b

a

)p

> 0.

Now let us consider the left part of (5.2) with the opposite signs before λ. Since (b/a)
p−1 � (b/a)

p
, we have

1− λ
b

a
+ λ

(
b

a

)p−1

+

(
b

a

)p

� 1− λ
b

a
+ (λ+ 1)

(
b

a

)p

.
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Using the well-known formula ab � ap/p+ bq/q, we obtain

1− λ
b

a
+ (λ+ 1)

(
b

a

)p

� 1− λq

qεq
− εp

p

(
b

a

)p

+ (λ+ 1)

(
b

a

)p

� 0

if 1− λq/qεq � 0 and (λ + 1) � εp/p. We put ε = λ/q1/q. Then (λ+ 1) � εp/p = λpp−1q−p/q. Hence

λp

λ+ 1
� pqp/q =

pp

(p− 1)p−1
.

Therefore, (5.3) implies that (5.2) holds.

Obviously, if λ � p

p− 1
p−1
√
p, then λp−1 � p

(
p

p− 1

)p−1

, i.e.
λp

λ+ 1
� pp

(p− 1)p−1
.

Lemma 12. Let the operator R̂Q : Lp(ΩT ) → Lp(ΩT ) be such that corresponding matrices R̂s = {r̂sml}
satisfy the following conditions: for any s = 1, . . . , n1 and for arbitrary m = 1, 2, . . . , N(s),

2r̂smm > λ−1
∑

l �=m

|r̂sml − r̂slm|+
∑

l �=m

|r̂sml + r̂slm| (5.5)

where λ satisfies estimate (5.3) or estimate (5.4). Then R̂Q is strongly accretive.

Proof. By virtue of (4.5), we have the representation

〈Ju, R̂Qu〉 =
∑

s

∫

Ωs

|Psu|p−2
(Psu)

(
U−1
s R̂sUsPsu

)
dx dt

=
∑

s

∫

Ωs1

(

Us

(
|Psu|p−2(Psu)

)
, R̂sUsPsu

)

dx dt

=
∑

s

∑

1�m,l�N(s)

∫

Ωs1

r̂sml|u(x+ hsm, t)|p−2u(x+ hsm, t)u(x+ hsl, t) dx dt. (5.6)

Let us evaluate the integrand in (5.6). Let ξ ∈ R
N(s) be an arbitrary vector. We denote by r̂s,symml =

1

2

(
r̂sml+ r̂slm

)
and r̂s,skml =

1

2

(
r̂sml− r̂slm

)
the elements of the symmetric and skew-symmetric parts of R̂s. Then

∑

1�m,l�N(s)

r̂sml|ξm|p−2ξmξl =
∑

1�m,l�N(s)

r̂s,skml |ξm|p−2ξmξl +
∑

1�m,l�N(s)

r̂s,symml |ξm|p−2ξmξl

� λ−1
∑

1�m<l�N(s)

∣
∣r̂s,skml

∣
∣
(
|ξm|p − λ|ξmξl|

∣
∣|ξm|p−2 − |ξl|p−2

∣
∣+ |ξl|p

)

+
∑

1�m<l�N(s)

∣
∣r̂s,symml

∣
∣
(
|ξm|p + sign(r̂s,symml )|ξm|p−2ξmξl + sign(r̂s,symml )|ξl|p−2ξmξl + |ξl|p

)

+
∑

1�m�N(s)

r̂smm|ξm|p − λ−1
∑

1�m<l�N(s)

∣
∣r̂s,skml

∣
∣
(
|ξm|p + |ξl|p

)

−
∑

1�m<l�N(s)

∣
∣r̂s,symml

∣
∣
(
|ξm|p + |ξl|p

)
. (5.7)

The first summand in the right part of (5.7) is nonnegative by virtue of estimate (5.2) in Lemma 11. The
second summand in the right-hand side of (5.7) is nonnegative because

|ξm|p ± |ξm|p−2ξmξl ± |ξl|p−2ξmξl + |ξl|p � (|ξm|p−1 − |ξl|p−1)(|ξm| − |ξl|) � 0.

Thus, we obtain

∑

1�m,l�N(s)

r̂sml|ξm|p−2ξmξl �
∑

1�m�N(s)

⎛

⎝r̂smm − λ−1
∑

l �=m

∣
∣
∣r̂

s,sk
ml

∣
∣
∣−
∑

l �=m

|r̂s,symml |

⎞

⎠ |ξm|p. (5.8)
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Substituting estimate (5.8) into (5.6), we obtain

〈Ju, R̂Qu〉 =
∑

s

∫

Ωs

|Psu|p−2
(Psu)

(
U−1
s R̂sUsPsu

)
dx dt

�
∑

s

∫

Ωs1

∑

1�m�N(s)

⎛

⎝r̂smm − λ−1
∑

l �=m

∣
∣
∣r̂

s,sk
ml

∣
∣
∣−
∑

l �=m

|r̂s,symml |

⎞

⎠ |u(x+ hsm, t)|p dx dt

=
∑

s

∑

1�m�N(s)

⎛

⎝r̂smm − λ−1
∑

l �=m

∣
∣
∣r̂

s,sk
ml

∣
∣
∣−
∑

l �=m

|r̂s,symml |

⎞

⎠ ‖u‖pLp(Ωsm), (5.9)

where Ωsm = Qsm×(0, T ), Qsm = Qs1+hsm. Obviously, if condition (5.5) holds, the operator R̂Q is strongly
accretive with constant

c5 = min
m

⎧
⎨

⎩
r̂smm − λ−1

∑

l �=m

|r̂s,skml | −
∑

l �=m

|r̂s,symml |

⎫
⎬

⎭
. (5.10)

Remark 2. Let λmax(p) be such that
λmax(p)

p

λmax(p) + 1
=

pp

(p− 1)p−1
. By virtue of inequality (5.3), the

function λmax(p) monotonously decreases if p increases, λmax(p) ∈ (1, 2 + 2
√
2] for p � 2, and λmax(p) → 1

as p → ∞.

Example 4. Let Ru(x, t) = u(x1, x2, t) − u(x1 + 1, x2, t) + u(x1 + 2, x2, t), Q = (0, 3)× (0, 1). Here the
matrix

R1 =

⎛

⎝
1 −1 1
0 1 −1
0 0 1

⎞

⎠

corresponds to the operator RQ. The inverse matrix is given by

R−1
1 =

⎛

⎝
1 1 0
0 1 1
0 0 1

⎞

⎠ .

For any p ∈ (2,∞), there exists a ε > 0 such that λ = 1 + ε satisfies inequality (5.3). Then

2 · 1 > (1 + ε)−1|1− 0|+ |1 + 0|, 2 · 1 > (1 + ε)−1|0− 1|+ |0 + 1|.

Condition (5.5) holds, i.e., the operator R−1
Q is strongly accretive for any p ∈ (2,∞).

Below we use the following properties of the duality operator and of accretive operators.

Lemma 13. Let um ⇀ u weakly in Lp(ΩT ). Then J(um) ⇀ J(u) weakly in Lq(ΩT ) and

lim
m→∞

〈Jum, um〉 � 〈Ju, u〉. (5.11)

Moreover, for any strongly accretive operator R̂Q,

lim
m→∞

〈Jum, R̂Qum〉 � 〈Ju, R̂Qu〉. (5.12)

The proof coincides with the proof of the Lemmas 5–7 in [22], since the conditions imposed in the present
paper on the ΩT coincide with the conditions imposed on the Q in [22].

Definition 7. An operator A : X → X∗ is coercive if 〈Au, u− ũ〉 � c(‖u− ũ‖X)‖u− ũ‖X for some fixed
ũ ∈ X , where c : R+ → R and c(s) → ∞ as s → ∞.

Definition 8. A : X → X∗ is pseudomonotone if for any um ⇀ u weakly in X such that lim
m→∞

〈Aum, um−
u〉 � 0, we have

lim
m→∞

〈Aum, um − ξ〉 � 〈Au, u− ξ〉 ∀ξ ∈ X. (5.13)
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Lemma 14. The operator ΔpRQ : Lp(0, T ;RQ(W̊
p
1 (Q)) → Lq(0, T ;W

−1
q (Q)) is bounded and demicon-

tinuous.

Proof. The linear operator RQ : Lp(0, T ;RQ(W̊
p
1 (Q)) → Lp

(
0, T ;W 1

p,γ(Q)
)
is bounded, see Lemmas 4

and 8; Δp : Lp

(
0, T ;RQ(W

1
p,γ(Q)

)
→ Lq(0, T ;W

−1
q (Q)) is bounded and demicontinuous, see, for example,

[18, Ch. 2, §1.1–1.2]. Thus, their composition is a bounded, demicontinuous operator.

Theorem 4. Let RQ : Lp(ΩT ) → Lp(ΩT ) be nonsingular, and let R−1
Q : Lp(ΩT ) → Lp(ΩT ) be strongly

accretive. Then ΔpRQ is pseudomonotone and coercive.

Proof. Since the difference operator RQ : Lp(ΩT ) → Lp(ΩT ) is nonsingular, it follows that there exists

an inverse operator R−1
Q : Lp(ΩT ) → Lp(ΩT ). Moreover, by virtue of (5.1), for all u, ξ ∈ Lp(0, T ; W̊

1
p (Q))

and w, ζ ∈ Lp(0, T ;W
1
p,γ(Q)) such that w = RQu, ζ = RQξ, we have

〈ΔpRQu, ξ〉 =
∑

1�i�n

〈J∂iRQu, ∂iξ〉 =
∑

1�i�n

〈J∂iw,R−1
Q ∂iζ〉. (5.14)

Here we have taken into account the commutativity of the difference operator RQ with constant coefficients
ah and the differential operator ∂i (see Lemma 10): R−1

Q ∂iζ = R−1
Q ∂iRQξ = R−1

Q RQ∂iξ = ∂iξ.

Suppose that um ⇀ u weakly in Lp(0, T ; W̊
1
p (Q)) and

lim
m→∞

〈ΔpRQum, um − u〉 � 0.

Consider the sequence {wm = RQum}. By virtue of equalities (4.2),

lim
m→∞

〈∂iwm, ξ〉 = lim
m→∞

〈∂iRQum, ξ〉 = lim
m→∞

〈RQ∂ium, ξ〉 = lim
m→∞

〈∂ium, R∗
Qξ〉

= 〈∂iu,R∗
Qξ〉 = 〈∂iRQu, ξ〉 = 〈∂iw, ξ〉 ∀ξ ∈ Lq(ΩT ), (5.15)

i.e., ∂iwm ⇀ ∂iw = RQ∂iu weakly in Lp(ΩT ) for any i = 1, . . . , n. By virtue of (5.14), we also have

lim
m→∞

∑

1�i�n

〈J∂iwm, R−1
Q ∂i(wm − w)〉 = lim

m→∞
〈ΔpRQum, um − u〉 � 0. (5.16)

Thus, there exists at least one index i = i1 such that

lim
m→∞

〈J∂iwm, R−1
Q ∂i(wm − w)〉 � 0. (5.17)

i.e., using the weak convergence J∂iwm ⇀ J∂iw in Lq(Ω), see Lemma 13, we have

lim
m→∞

〈J∂iwm, R−1
Q ∂iwm〉 � lim

m→∞
〈J∂iwm, R−1

Q ∂iw〉 = 〈J∂iw,R−1
Q ∂iw〉.

On the other hand, by virtue of strong accretivity of R−1
Q , we get

lim
m→∞

〈J∂iwm, R−1
Q ∂iwm〉 � 〈J∂iw,R−1

Q ∂iw〉, i = i1,

see estimate (5.12) in Lemma 13. Thus, for i = i1,

lim
m→∞

〈J∂iwm, R−1
Q ∂iwm〉 = 〈J∂iw,R−1

Q ∂iw〉. (5.18)

According (5.16) and (5.18), we have

lim
m→∞

∑

i�=i1

〈J∂iwm, R−1
Q (∂iwm − ∂iw)〉 � 0. (5.19)

Repeating the arguments used in the proof of (5.18), we see that (5.19) implies

lim
m→∞

〈J∂iwm, R−1
Q ∂iwm〉 = 〈J∂iw,R−1

Q ∂iw〉 for some i = i2 �= i1.
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Thus, in a finite number of steps, we conclude that

lim
m→∞

〈J∂iwm, R−1
Q ∂iwm〉 = 〈J∂iw,R−1

Q ∂iw〉 ∀i = 1, . . . , n.

Therefore,

lim
m→∞

〈ΔpRQum, um〉 = lim
m→∞

∑

1�i�n

〈J∂iwm, R−1
Q ∂iwm〉 =

∑

1�i�n

〈J∂iw,R−1
Q ∂iw〉 = 〈ΔpRQu, u〉. (5.20)

Pseudomonotonicity of the operator ΔpRQ is proved.
Let us show that the operator ΔpRQ is coercive. Since the operator RQ commutes with the ∂i and the

operator R−1
Q is strongly accretive, we have

〈ΔpRQu, u〉 =
∑

1�i�n

〈J∂iRQu,R
−1
Q ∂iRQu〉 =

∑

1�i�n

〈J∂iw,R−1
Q ∂iw〉 � c5

∑

1�i�n

‖∂iw‖pLp(ΩT ),

where c5 is the coefficient corresponding to the strongly accretive operator R−1
Q . By virtue of (4.4) and (4.6),

‖∂iw‖pLp(ΩT ) = ‖∂iRQu‖pLp(ΩT ) � c6‖∂iu‖pLp(ΩT ),

i.e.,

〈ΔpRQu, u〉 � c5c6
∑

1�i�n

‖∂iu‖pLp(ΩT ) = c7‖u‖pLp(0,T ;W̊ 1
p (Q))

, (5.21)

for some c7 > 0. The operator ΔpRQ is coercive with respect to ũ = 0. �

Remark 3. If the conditions of Theorem 4 hold, then the operator

ΔpRQ(·+ û) : Lp(0, T ; W̊
1
p (Q)) → Lq(0, T ;W

−1
q (Q))

is demicontinuous, pseudomonotone, and coercive.

Proof. By construction, ΔpRQ(· + û)u := ΔpRQ(u + û) for arbitrary u ∈ Lp(0, T ; W̊
1
p (Q)). Thus, using

(5.21), we have

〈ΔpRQ(u+ û), u+ û〉 � c7‖u+ û‖p
Lp(0,T ;W̊ 1

p (Q))
,

for some c7 > 0. ΔpRQ(·+ û) is coercive with respect to ũ = −û.

Let um ⇀ u weakly in Lp(0, T ; W̊
1
p (Q)) and lim

m→∞
〈ΔpRQ(um + û), um − u〉 � 0. Obviously,

lim
m→∞

〈ΔpRQ(um + û), (um + û) − (u + û)〉 � 0 and um + û ⇀ u + û weakly in Lp(0, T ; W̊
1
p (Q)) too.

By virtue of (5.20),

lim
m→∞

〈ΔpRQ(um + û), um − ξ〉 = lim
m→∞

〈ΔpRQ(um + û), um + û− ξ − û〉

= 〈ΔpRQ(u+ û), u + û− ξ − û〉 = 〈ΔpRQ(u+ û), u− ξ〉 (5.22)

for any ξ ∈ Lp(0, T ; W̊
1
p (Q)). The operator ΔpRQ(·+ û) is pseudomonotone. �

6. EXISTENCE OF SOLUTION

Theorem 5. Let the operator Rsym
Q be positive definite, and let the inverse operator R−1

Q be strongly

accretive. Then, for any f ∈ Lq(0, T ;W
−1
q (Q)) and ϕ ∈ L2(Q), there exists at least one solution of problem

(3.5), (3.6). Moreover, the set of such solutions is weakly compact in Lp(0, T ; W̊
1
p (Q)), and the solutions

satisfy the following estimates:

‖u(T )‖2L2(Q) � c8‖f‖qLq(0,T ;W−1
q (Q))

+ c9‖ϕ‖2L2(Q), (6.1)

‖u‖p
Lp(0,T ;W̊ 1

p (Q))
� c10‖f‖qLq(0,T ;W−1

q (Q))
+ c11‖ϕ‖2L2(Q), (6.2)

where c8, c9, c10, c11 > 0 do not depend on u, f , and ϕ.
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Proof. First we consider the case ϕ = 0. Then by virtue of Theorem 3, the operator ∂tRQ is maximal
monotone, and by virtue of Lemma 14 and Theorem 4 the operator ΔpRQ is demicontinuous, pseudomono-
tone, and coercive. Thus, the conditions of Theorem 1.1 [18, Ch.III, §1] hold. Therefore problem (3.5), (3.6)
has at least one solution.

If ϕ �= 0, we consider an auxiliary fixed element û ∈ W ⊂ C(0, T ;L2(Q)). Since C1(0, T ; W̊ 1
p (Q)) ∩ W

densely imbedded intoW , see Lemma 1.12 in [21, Ch. IV], andW continuously imbedded into C(0, T ;L2(Q)),
see Theorem 1.17 in [21, Ch. IV], for any ϕ ∈ L2(Q), there exists û ∈ W ⊂ C(0, T ;L2(Q)) such that
û|t=0 = ϕ. Substituting u(x, t) = v(x, t) + û(x, t), we obtain the equivalent equation

∂tRQv +ΔpRQ(v + û) = f − ∂tRQû := f̂ , 0 < t < T, (6.3)

v(0) = 0. (6.4)

By virtue of Remark 3, the operator ΔpRQ(·+ û) is demicontinuous, pseudomonotone, and coercive. Thus,
since the conditions of Theorem 1.1 in [18, Ch.III, §1] hold, then problem (6.3), (6.4) has at least one solution.
Consequently, problem (3.5), (3.6) has at least one solution too.

For a solution of problem (3.5), (3.6), we have

〈∂tRQu, u〉+ 〈ΔpRQu, u〉 = 〈f, u〉. (6.5)

Repeating the arguments from (4.11), we obtain

〈∂tRQu, u〉 =
1

2
(Rsym

Q u(T ), u(T ))L2(Q) −
1

2
(Rsym

Q u(0), u(0))L2(Q)

=
1

2

∥
∥
∥
√
Rsym

Q u(T )
∥
∥
∥
2

L2(Q)
− 1

2

∥
∥
∥
√
Rsym

Q ϕ
∥
∥
∥
2

L2(Q)
.

The second summand in (6.5) was evaluated in (5.21). That is

1

2

∥
∥
∥
√
Rsym

Q u(T )
∥
∥
∥
2

L2(Q)
− 1

2

∥
∥
∥
√
Rsym

Q ϕ
∥
∥
∥
2

L2(Q)
+ c7‖u‖pLp(0,T ;W̊ 1

p (Q))

� 〈∂tRQu, u〉+ 〈ΔpRQu, u〉 = 〈f, u〉. (6.6)

Let’s estimate the right part using Hölder’s inequality and the well-known formula ab � ap/p + bq/q. We
obtain

〈f, u〉 � ‖f‖Lq(0,T ;W−1
q (Q))‖u‖Lp(0,T ;W̊ 1

p (Q)) �
1

qεq
‖f‖q

Lq(0,T ;W−1
q (Q))

+
εp

p
‖u‖p

Lp(0,T ;W̊ 1
p (Q))

.

Let ε > 0 be such that εp/p = c7/2. The first term of the left part of inequality (6.6) is nonnegative, thus

c7
2
‖u‖p

Lp(0,T ;W̊ 1
p (Q))

� 1

qεq
‖f‖q

Lq(0,T ;W−1
q (Q))

+
1

2

∥
∥
∥
√
Rsym

Q ϕ
∥
∥
∥
2

L2(Q)
,

i.e.

‖u‖p
Lp(0,T ;W̊ 1

p (Q))
� 1

q

(
2

pc7

)q−1

‖f‖q
Lq(0,T ;W−1

q (Q))
+

1

c7

∥
∥
∥
√

Rsym
Q ϕ

∥
∥
∥
2

L2(Q)
. (6.7)

By virtue of boundedness of the linear operator Rsym
Q , we conclude that

∥
∥
∥
√
Rsym

Q ϕ
∥
∥
∥
2

L2(Q)
� c12 ‖ϕ‖2L2(Q)

for some c12 > 0. This estimate and inequality (6.7) prove that inequality (6.2) is true.
On the other hand, the third term of the left part of (6.6) is also nonnegative. Using estimates (4.7) and

(6.2), we obtain

c3
2
‖u(T )‖2L2(Q) �

1

2

∥
∥
∥
√

Rsym
Q u(T )

∥
∥
∥
2

L2(Q)
� 〈f, u〉+ 1

2

∥
∥
∥
√
Rsym

Q ϕ
∥
∥
∥
2

L2(Q)

� 1

q
‖f‖q

Lq(0,T ;W−1
q (Q))

+
1

p
‖u‖p

Lp(0,T ;W̊ 1
p (Q))

+
c12
2

‖ϕ‖2L2(Q)

�
(
1

q
+

c11
p

)

‖f‖q
Lq(0,T ;W−1

q (Q))
+

(
c10
p

+
c12
2

)

‖ϕ‖2L2(Q) . (6.8)
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This proves estimate (6.1).
Now let us prove the weak compactness of the set of solutions. Let {um} belong to the set of solutions of

problem (3.5), (3.6) such that um ⇀ u in Lp(0, T ; W̊
1
p (Q)). Since, {∂tRQum = f −ΔpRQum} is a bounded set

in Lq(0, T ;W
−1
q (Q)), without loss of generality we can assume that um ⇀ u in W (up to the subsequences),

here u ∈ W . Obviously, u|t=0 = um|t=0 = ϕ. By virtue of (4.11) and (4.7), we have

〈∂tRQum − ∂tRQu, um − u〉 = 1

2

∥
∥
∥
√
Rsym

Q (um(T )− u(T ))
∥
∥
∥
2

L2(Q)
� 0 ∀m.

Moreover, by virtue of weak convergence of the sequence {um}, we obtain

lim
m→∞

〈f, um − u〉 = 0 and lim
m→∞

〈∂tRQu, um − u〉 = 0.

Thus,
lim

m→∞
〈ΔpRQum, um − u〉 = lim

m→∞
〈f − ∂tRQum, um − u〉 � 0.

Using the pseudomonotonocity of ΔpRQ, we get

〈ΔpRQu, u− ξ〉 � lim
m→∞

〈ΔpRQum, um − ξ〉 = lim
m→∞

〈f − ∂tRQum, um − ξ〉

� 〈f − ∂tRQu, u− ξ〉 ∀ξ ∈ Lp(0, T ; W̊
1
p (Q)). (6.9)

By virtue of (6.9), u is a solution of operator equation (3.5). The set of solutions of problem (3.5), (3.6) is
weakly compact in Lp(0, T ; W̊

1
p (Q)).

Theorem 6. Let Conditions 1–3 hold, Rsym
s > 0, and let R−1

Q be strongly accretive operator. Then,

for any f ∈ Lq(0, T ;W
−1
q (Q)) and ψ ∈ L2(Q), there exists at least one generalized solution of problem

(1.1)–(1.3). Moreover, the set of such solutions is weakly compact in Lp(0, T ;W
1
p (Q)), solutions satisfy the

following estimates:

‖w(T )‖2L2(Q) � c13‖f‖qLq(0,T ;W−1
q (Q))

+ c14‖ψ‖2L2(Q), (6.10)

‖w‖pLp(0,T ;W 1
p (Q)) � c15‖f‖qLq(0,T ;W−1

q (Q))
+ c16‖ψ‖2L2(Q). (6.11)

where c13, c14, c15, c16 > 0 do not depend on w, f , and ψ.

Proof. From Conditions 1–3 and Theorem 1 it follows that there exists a set γ = {γr
lj} such that the

operatorRQ is an isomorphism of Lp(0, T ; W̊
1
p (Q)) onto Lp(0, T ;W

1
p,γ(Q)). Therefore, by virtue of Theorem 5

and Theorem 2, there exists a generalized solution of nonlocal boundary value problem (1.1)–(1.3) with the
above mentioned set γ. It remains to prove estimates (6.10) and (6.11). Let us prove estimate (6.10). From
inequality (6.1) and boundedness of operators RQ : L2(Q) → L2(Q) and R−1

Q : L2(Q) → L2(Q) it follows
that

‖w(T )‖2L2(Q) = ‖RQu‖2C(0,T ;L2(Q)) � c17‖u(T )‖2L2(Q)

� c17

(
c8‖f‖qLq(0,T ;W−1

q (Q))
+ c9‖ϕ‖2L2(Q)

)
= c17

(
c8‖f‖qLq(0,T ;W−1

q (Q))
+ c9‖R−1

Q ψ‖2L2(Q)

)

� c17

(
c8‖f‖qLq(0,T ;W−1

q (Q))
+ c9c18‖ψ‖2L2(Q)

)
.

In the same way, from inequality (6.2) and boundedness of operators RQ : Lp(0, T ; W̊
1
p (Q)) →

Lq(0, T ;W
−1
q (Q)) and R−1

Q : L2(Q) → L2(Q) it follows that

‖w‖pLp(0,T ;W 1
p (Q)) = ‖RQu‖pLp(0,T ;W 1

p (Q)) � c19‖u‖pLp(0,T ;W 1
p (Q))

� c19

(
c10‖f‖qLq(0,T ;W−1

q (Q))
+ c11‖ϕ‖2L2(Q)

)

� c19

(
c10‖f‖qLq(0,T ;W−1

q (Q))
+ c11c18‖ψ‖2L2(Q)

)
.

Now we prove the weak compactness of the set of solutions. Let {wm} belong to the set of generalized
solutions of problem (1.1)–(1.3) such that wm ⇀ w in Lp(0, T ;W

1
p (Q)). Obviously, w|t=0 = wm|t=0 = ψ.

Then there exists a sequence {um} such that wm = RQum and um is a solution of (3.5), (3.6). As it was
proved in (5.15), um ⇀ u in W if and only if wm ⇀ w in Wγ . But in the previous theorem it is proved that in
this case u is a solution of (3.5), (3.6). Therefore, w = RQu is a generalized solution of problem (1.1)–(1.3).
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7. EXAMPLES

Example 5. We continue to consider problem (1.1), (1.2) in the rectangular parallelepiped ΩT = (0, 2)×
(0, 1)× (0, T ) with Bitsadze–Samarskii nonlocal boundary conditions (1.5). As was proved in Example 2,

R1 =

(
1 γ1
γ2 1

)

,

i.e., Rsym
s > 0 if

|γ1 + γ2| < 2. (7.1)

At the same time,

R−1
1 =

1

1− γ1γ2

(
1 −γ1

−γ2 1

)

.

Thus, R−1
Q is strongly accretive if

2 > |γ1 + γ2|+ λ−1|γ1 − γ2|, (7.2)

where λ satisfies estimate (5.3) or estimate (5.4), see Lemma 12. Obviously, if condition (7.2) holds, then
condition (7.1) is also satisfied, i.e., by virtue of Theorem 6, problem (1.1), (1.2), (1.5) has at least one
generalized solution.

Example 6. We consider problem (1.1), (1.2) in the rectangular domain ΩT = (0, 3)× (0, 1)× (0, T ) with
boundary conditions

w(x1, 0, t) = w(x1, 1, t) = 0 (0 � x1 � 2; 0 < t < T ),
w(0, x2, t) = γ1w(1, x2, t) + γ2w(2, x2, t) (0 < x2 < 1; 0 < t < T ),
w(3, x2, t) = γ2w(1, x2, t) + γ1w(2, x2, t) (0 < x2 < 1; 0 < t < T )

⎫
⎬

⎭
(7.3)

for γ1 = 39/28 and γ2 = −6/7.

In this case, the difference operator is given by Ru(x) =
∑

−2�k�2

aku(x1 + k, x2, t). We shall find a non-

singular martix

R1 =

⎛

⎝
a0 a1 a2
a1 a0 a1
a2 a1 a0

⎞

⎠

such that the relations {
a1 = γ1a0 + γ2a1,
a2 = γ2a0 + γ1a1

(7.4)

hold. This means that Condition 3 is fulfilled if a0 = 1, a1 = 3/4, and a2 = 3/16. It is easy to show that the

symmetric matrices R1 and R10 =

(
1 3/4

3/4 1

)

are positive definite. However, the inverse matrix

R−1
1 =

⎛

⎝
8.615 −12 7.385
−12 19 −12
7.385 −12 8.615

⎞

⎠

does not satisfy the conditions of Lemma 12: 8.615 < 12 + 7.385. We cannot prove that R−1
Q is strongly

accretive, and we cannot guarantee that problem (1.1), (1.2), (7.3) has at least one generalized solution.
Note that if p = 2, then problem (1.1), (1.2), (7.3) is linear and has a unique generalized solution, see [14].

Example 7. We consider problem (1.1), (1.2), (7.3) with γ1 = 1/2 and γ2 = 0.

As in Example 6, the difference operator is given by Ru(x) =
∑

−2�k�2

aku(x1 + k, x2, t). We shall find a

nonsingular martix R1 such that the relations (7.4) hold. This means that Condition 3 is fulfilled if

R1 =

⎛

⎝
1 1/2 1/4

1/2 1 1/2
1/4 1/2 1

⎞

⎠ and R10 =

(
1 1/2
1/2 1

)

.
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It is easy to show that the symmetric matrices R1 and R10 are positive definite. The inverse matrix

R−1
1 =

⎛

⎝
4/3 −2/3 0
−2/3 5/3 −2/3
0 −2/3 4/3

⎞

⎠

satisfies condition (7.1), i.e., the operator R−1
Q is strongly accretive. Therefore, by virtue of Theorem 6,

problem (1.1), (1.2), (7.3) with γ1 = 1/2 and γ2 = 0 has at least one generalized solution for any p ∈ (2,∞).

8. SOLVABILITY OF QUASILINEAR NONLOCAL PARABOLIC PROBLEMS

The above results can be applied not only to the equation with the p–Laplacian. In this section, we
will consider nonlocal quasilinear parabolic problems. We will use the properties of quasilinear differential–
difference operator that was studied in [23].

In the cylinder ΩT = Q× (0, T ), we consider the differential equation

∂tw(x, t) −
∑

1�i�n

∂iAi(x, t, w,∇w) +A0(x, t, w,∇w) = f(x, t) ((x, t) ∈ ΩT ) (8.1)

with initial condition
w(x, 0) = ψ(x) (x ∈ Q) (8.2)

and with nonlocal boundary conditions

w|ΓT
rl

=
J0∑

j=1

γr
ljw|ΓT

rj
(r ∈ B, l = J0 + 1, . . . , J),

w|ΓT
rl

= 0 (r /∈ B, l = 1, . . . , J),

⎫
⎬

⎭
(8.3)

see Section 1. Assume that f ∈ Lq(0, T ;W
−1
q (Q)) and ψ ∈ L2(Q). Introduce the nonlinear operator

A : Lp(0, T ;W
1
p,γ(Q)) → Lq(0, T ;W

−1
q (Q)) given by the formula

〈Aw, v〉 =
∑

0�i�n

∫

ΩT

Ai(x, t, w,∇w) ∂iv dx dt ∀v ∈ Lp(0, T ; W̊
1
p (Q)). (8.4)

Here and below we write ∂0w := w. Also we assume that for some c20 > 0 and g0 ∈ LQ(ΩT ),

|Ai(x, t, ξ)| � g0(x, t) + c20
∑

0�i�n

|ξi|p−1 (i = 0, 1, . . . , n). (8.5)

Definition 9. A function w ∈ Wγ is called a generalized solution of problem (8.1)–(8.3) if it satisfies the
operator equation

∂tw +Aw = f, w ∈ Wγ (8.6)

and initial condition (8.2).

Moreover, we suppose that Conditions 1–3 hold. If Rsym
s > 0, we can consider equation

∂tRQu+ARQu = f, u ∈ W, (8.7)

with initial condition
u(x, 0) = R−1

Q ψ(x) = ϕ(x) (x ∈ Q) (8.8)

instead of (8.6), (8.2).

Theorem 7. Let Conditions 1–3 hold, and let Rsym
s > 0 (s = s(r), r ∈ B). Suppose that the operator

A : Lp(0, T ;W
1
p (Q)) → Lq(0, T ;W

−1
q (Q)) is given by the formula (8.4), where the functions Ai(x, t, ξ) are

measurable in (x, t) ∈ ΩT and differentiable in ξj ∈ R (j = 0, 1, . . . , n). Moreover, assume that

∑

1�m,l�N(s)

∑

0�i,j�n

rsmlAij (x+ hsm, t, ζm·) ηlj ηmi � c21
∑

1�m�N(s)

∑

1�i�n

|ζmi|p−2 |ηmi|2 , (8.9)

|Aij(x, t, ξ)| � g1(x, t) + c22
∑

0�i�n

|ξi|p−2 (i, j = 0, 1, . . . , n), (8.10)
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where Aij(x, t, ξ) =
∂Ai(x, t, ξ)

∂ξj
, g1 ∈ Lp/(p−2)(ΩT ), and c21, c22 > 0 do not depend on (x, t) ∈ ΩT , ξ ∈ R

n+1,

ζ, η ∈ R
N(s)×(n+1), ζm· = {ζm0, ζm1, . . . , ζmn}, m = 1, . . . , N(s).

Then, for any f ∈ Lq(0, T ;W
−1
q (Q)) and ψ ∈ L2(Q), there exists a unique generalized solution of problem

(8.1)–(8.3). Moreover, the following estimates hold:

‖w1(T )− w2(T )‖L2(Q) � c23‖f1 − f2‖q/2Lq(0,T ;W−1
q (Q))

+ c24‖ψ1 − ψ2‖L2(Q), (8.11)

‖w1 − w2‖Lp(0,T ;W 1
p (Q)) � c25‖f1 − f2‖q/pLq(0,T ;W−1

q (Q))
+ c26‖ψ1 − ψ2‖2/pL2(Q), (8.12)

here w1 and w2 are generalized solutions of problem (8.1)—(8.3) with the right parts f1 and f2 and with
initial conditions ψ1 and ψ2, respectively; the positive constant c23, c24, c25, c26 do not depend on wk, fk, and
ψk.

Proof. First we consider the case ψ = 0, i.e., ϕ = 0. By virtue of (8.9)–(8.10), the operator ARQ :

Lp(0, T ; W̊
1
p (Q)) → Lq(0, T ;W

−1
q (Q)) is demicontinuous, monotone, and coercive. This follows from Theorem

1 in [23]. Moreover, inequalities (8.9) and (8.10) imply that there exists c27 > 0 such that

〈ARQu−ARQy, u− y〉 � c27‖u− y‖p
Lp(0,T ;W̊ 1

p (Q))
, (8.13)

see Theorem 1 in [23]. Thus, the conditions of Theorem 1.1 in [18, Ch.III, §1] hold, problem (8.7), (8.8) has
at least one solution. Moreover, since ARQ is monotone, this solution is unique. Since RQ is an isomorphism,
there exists a unique generalized solution of (8.1)–(8.3).

If ϕ �= 0, we consider an auxiliary fixed element û ∈ W ⊂ C(0, T ;L2(Q)). Since C1(0, T ; W̊ 1
p (Q)) ∩ W

densely imbedded intoW , see Lemma 1.12 in [21, Ch. IV], andW continuously imbedded into C(0, T ;L2(Q)),
see Theorem 1.17 in [21, Ch. IV], for any ϕ ∈ L2(Q), there exists û ∈ W ⊂ C(0, T ;L2(Q)) such that
û|t=0 = ϕ. Substituting u(x, t) = v(x, t) + û(x, t), we obtain the equivalent equation

∂tRQv +ARQ(v + û) = f − ∂tRQû := f̂ , (8.14)

v(0) = 0. (8.15)

Clearly, f̂ ∈ Lq(0, T ;W
−1
q (Q)). By virtue of construction of the operator ARQ(· + û), we obtain estimates

that are similar to estimates (8.5)–(8.10). Therefore, the operator

ARQ(·+ û) : Lp(0, T ; W̊
1
p (Q)) → Lq(0, T ;W

−1
q (Q))

is demicontinuous, monotone, and coercive too for any fixed û ∈ Lp(0, T ; W̊
1
p (Q)). Thus, problem (8.14),

(8.15) has a unique solution, see Theorem 1.1 in [18, Ch.III, §1]. Therefore problem (8.1)–(8.3) has a unique
generalized solution.

Let w1 ∈ Wγ and w2 ∈ Wγ be solutions of (8.1)–(8.3) with the right parts f1 ∈ Lq(0, T ;W
−1
q (Q)) and

f2 ∈ Lq(0, T ;W
−1
q (Q)) and with initial conditions ψ1 ∈ L2(Q) and ψ2 ∈ L2(Q), respectively. We denote

ui = R−1
Q wi and ϕi = R−1

Q ψi. Since ui is a solution of (8.7), (8.8) with the right parts fi and with initial
conditions ϕi, we have

〈∂tRQu1 − ∂tRQu2, u1 − u2〉+ 〈ARQu1 −ARQu2, u1 − u2〉 = 〈f1 − f2, u1 − u2〉.

Using equality (4.11), we obtain

1

2

∥
∥
∥
√
Rsym

Q (u1(T )− u2(T ))
∥
∥
∥
2

L2(Q)
+ 〈ARQu1 −ARQu2, u1 − u2〉

= 〈f1 − f2, u1 − u2〉+
1

2

∥
∥
∥
√
Rsym

Q (ϕ1 − ϕ2)
∥
∥
∥
2

L2(Q)
. (8.16)

Let also u3 ∈ W be a generalized solution of the problem (8.7), (8.8) with the initial condition ϕ = ϕ1 and
the right-hand sides of equation f = f2. Then,

1

2

∥
∥
∥
√
Rsym

Q (u1(T )− u3(T ))
∥
∥
∥
2

L2(Q)
+ 〈ARQu1 −ARQu3, u1 − u3〉 = 〈f1 − f2, u1 − u3〉, (8.17)

1

2

∥
∥
∥
√
Rsym

Q (u3(T )− u2(T ))
∥
∥
∥
2

L2(Q)
+ 〈ARQu3 −ARQu2, u3 − u2〉 =

1

2

∥
∥
∥
√
Rsym

Q R−1
Q (ψ1 − ψ2)

∥
∥
∥
2

L2(Q)
.

(8.18)
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By virtue of estimate (8.13) and equality (8.17), we have

c27‖u1 − u3‖pLp(0,T ;W̊ 1
p (Q))

� 〈ARQu1 −ARQu3, u1 − u3〉

= 〈f1 − f2, u1 − u3〉 −
1

2

∥
∥
∥
√
Rsym

Q (u1(T )− u3(T ))
∥
∥
∥
2

L2(Q)

� 〈f1 − f2, u1 − u3〉 � ‖f1 − f2‖Lq(0,T ;W−1
q (Q))‖u1 − u3‖Lp(0,T ;W̊ 1

p (Q))

� 1

εqq
‖f1 − f2‖qLq(0,T ;W−1

q (Q))
+

εp

p
‖u1 − u3‖pLp(0,T ;W̊ 1

p (Q))
, (8.19)

i.e., for εp/p � c27/2, we get

‖u1 − u3‖pLp(0,T ;W̊ 1
p (Q))

� c28‖f1 − f2‖qLq(0,T ;W−1
q (Q))

, (8.20)

〈f1 − f2, u1 − u3〉 � c29‖f1 − f2‖qLq(0,T ;W−1
q (Q))

. (8.21)

On the other hand, the second summand in the left-hand side of (8.17) is nonnegative, too, because ARQ is
monotone. Thus, substituting (8.21), we obtain

1

2

∥
∥
∥
√

Rsym
Q (u1(T )− u3(T ))

∥
∥
∥
2

L2(Q)
� 〈f1 − f2, u1 − u3〉 � c29‖f1 − f2‖qLq(0,T ;W−1

q (Q))
. (8.22)

Substituting estimate (4.7) into (8.22), we obtain

c3 ‖u1(T )− u3(T )‖2L2(Q) �
∥
∥
∥
√
Rsym

Q (u1(T )− u3(T ))
∥
∥
∥
2

L2(Q)
� 2c29‖f1 − f2‖qLq(0,T ;W−1

q (Q))
. (8.23)

Nonnegativity of the second summand in the left part of (8.18) implies that

∥
∥
∥
√
Rsym

Q (u3(T )− u2(T ))
∥
∥
∥
2

L2(Q)
�
∥
∥
∥
√
Rsym

Q (ϕ1 − ϕ2)
∥
∥
∥
2

L2(Q)
. (8.24)

Using estimate (4.7) and the boundedness of the operators
√
Rsym

Q and R−1
Q , from (8.24), we obtain

c3 ‖(u3(T )− u2(T ))‖2L2(Q) �
∥
∥
∥
√
Rsym

Q (u3(T )− u2(T ))
∥
∥
∥
2

L2(Q)

�
∥
∥
∥
√
Rsym

Q (ϕ1 − ϕ2)
∥
∥
∥
2

L2(Q)
=
∥
∥
∥
√
Rsym

Q R−1
Q (ψ1 − ψ2)

∥
∥
∥
2

L2(Q)

� c12c18 ‖ψ1 − ψ2‖2L2(Q) . (8.25)

Using the triangle inequality and (8.23) and (8.25), we can write

‖u1(T )− u2(T )‖L2(Q) � ‖u1(T )− u3(T )‖L2(Q) + ‖u3(T )− u2(T )‖L2(Q)

�
√

2c29
c3

‖f1 − f2‖q/2Lq(0,T ;W−1
q (Q))

+

√
c12c18
c3

‖ψ1 − ψ2‖L2(Q).

Therefore, by virtue of boundedness of operator RQ : L2(Q) → L2(Q), we obtain

‖w1(T )− w2(T )‖L2(Q) = ‖RQ(u1(T )− u2(T ))‖L2(Q) � c17‖u1(T )− u2(T )‖L2(Q)

� c17

(√
2c29
c3

‖f1 − f2‖q/2Lq(0,T ;W−1
q (Q))

+

√
c12c18
c3

‖ψ1 − ψ2‖L2(Q)

)

.

Estimate (8.11) is proved.
On the other hand, (8.13), (8.18), and (8.25) imply

c27‖u3 − u2‖pLp(0,T ;W̊ 1
p (Q))

� 〈ARQu3 −ARQu2, u3 − u2〉

� 1

2

∥
∥
∥
√
Rsym

Q (u3(T )− u2(T ))
∥
∥
∥
2

L2(Q)
+ 〈ARQu3 −ARQu2, u3 − u2〉

=
1

2

∥
∥
∥
√
Rsym

Q R−1
Q (ψ1 − ψ2)

∥
∥
∥
2

L2(Q)
� c12c18

2
‖ψ1 − ψ2‖2L2(Q) , (8.26)
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i.e. ‖u3 − u2‖pLp(0,T ;W̊ 1
p (Q))

� c12c18
2c27

‖ψ1 − ψ2‖2L2(Q). Hence, from (8.20) and (8.26) it follows that

‖u1 − u2‖Lp(0,T ;W̊ 1
p (Q)) � ‖u1 − u3‖Lp(0,T ;W̊ 1

p (Q)) + ‖u3 − u2‖Lp(0,T ;W̊ 1
p (Q))

� c
1/p
28 ‖f1 − f2‖q/pLq(0,T ;W−1

q (Q))
+

(
c12c18
2c27

)1/p

‖ψ1 − ψ2‖2/pL2(Q).

Thus, by virtue of boundedness of the operator RQ : Lp(0, T ; W̊
1
p (Q)) → Lq(0, T ;W

−1
q (Q)), we derive the

following estimate

‖w1 − w2‖Lp(0,T ;W 1
p (Q)) = ‖RQ(u1 − u2)‖Lp(0,T ;W 1

p (Q)) � c19‖u1 − u2‖Lp(0,T ;W̊ 1
p (Q))

� c19

(

c
1/p
28 ‖f1 − f2‖q/pLq(0,T ;W−1

q (Q))
+

(
c12c18
2c27

)1/p

‖ψ1 − ψ2‖2/pL2(Q)

)

.
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