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Abstract. We consider periodic solutions with internal transition and boundary layers (pe-
riodic contrast structures) for a singularly perturbed parabolic equation that is referred to in
applications as reaction-advection-diffusion equation. An asymptotic approximation to such
solutions is constructed and an existence theorem is proved. An efficient algorithm is devel-
oped for constructing an asymptotic approximation to the localization curve of the transition
layer. To substantiate the asymptotic thus constructed, we use the asymptotic method of dif-
ferential inequalities. Moreover, we assert that asymptotic stability of the solution in the
sense of Lyapunov occurs.
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1. INTRODUCTION. STATEMENT OF THE PROBLEM.

We consider the boundary value problem for a singularly perturbed quasilinear equation with a
small parameter ¢

0?u  Ou ou
Pp— 2 _ J— —_— =
N.(u) :=¢ (83}2 8t> eA(u,x,t) . F(u,z,t,e) =0,
(z,t) € D:={(2,t) € R*: ~1 <z < 1,t € R}, (1.1)

u(—1,t,¢) =u (), u(l,t,e) =uP(t) for teR,
u(z,t,e) =u(x,t+T,e) for te R, —-1<z<1

fore € I, :={0 < e <ep}, 0<ep< 1. The functions A, F, u{~) and u*) are sufficiently smooth
and T-periodic in t.

Equations of type (1.1) have many applications: they arise in different areas such as chemical
and biological kinetics, population dynamics, and so on (see [1, 2] and references therein). In the
case when the parameter is small, such problems are called singularly perturbed reaction-diffusion-
advection problems and used in many practical applications in order to model narrow boundary
and interior layers. The main difficulty in these problems is related to the determination of the
location of the transitional layer in whose neighborhood the solution u(x,t,¢) rapidly changes.

In [3], an approach was proposed for considering periodic boundary layers, including nonmono-
tonic layers. The present paper develops the result of the [4], applying a new method of searching
for the transitional layer location (see, for example, [5-7]) and asserting the Lyapunov asymptotic
stability of the periodical solution to problem (1.1). Thus, the results obtained in this paper are
based on a further development of the asymptotic comparison principle.

The paper is organized as follows: in Section 2, we state our main result and, in Section 3, we
present a method for constructing an asymptotic approximation of the solution with a boundary
and an internal transition layer. In Section 4, we prove the existence theorem for the solution
with the asymptotics constructed and, in Section 5, its asymptotic stability in the Lyapunov sense
is proved. In Section 6, we apply our results to a class of problems with a solution-independent
advection coefficient, which are important for applications.

The research was supported by the Russian Science Foundation (project no. 18-11-00042).
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56 NEFEDOV et al.
2. MAIN RESULTS

2.1. Assumptions

We define the associated system of equations

00 _ - . onu
o€ = A(t,z,t)0 + F(a,x,t,0), o€

v, —oo << 00, (2.2)

where x and t are treated as parameters, and consider problem (1.1) under the following assumptions
(similar to [5]).
Condition AO0. The functions A, F, «(=) and «(*) are sufficiently smooth and T-periodic in ¢.
Condition A1. The so-called degenerate equation F(u, z,t,0) has exactly three roots (=) (z, ),
0O (z,t), ) (z,t), moreover,

e (2, 1) < O (z,1) < P (a,8),  Fu(p®),2,6,0) >0, F,(p,2,t,0) <0, (z,t)€D.

Condition A1 implies that, on the phase plane (@, ) of the associated system (2.2), there are two

equilibrium points (o) (x,t),0) and (o) (x,t),0) of saddle type. Outside small neighborhoods of
these equilibrium points, the behavior of separatrices is defined by the following requirements.

Condition A2. For any fixed (z,t) € (—1;+1) x R, the separatrix issuing from the saddle
(o) (z,t),0) can be represented in the form © = o~ (£,2,t),4 = 4~ (&, x,t) and intersects the
line u = ¢ (z,t); in addition, the point of intersection corresponds to the value ¢ = 0, while
the saddle corresponds to the value & = —oo. The separatrix entering the saddle (o) (x,t),0) can
be represented in the form o = o+ (¢, z,t), 4 = @t (£, x,t), and it intersects the line u = (0 (x, 1),
the point of intersection corresponds to the value £ = 0, and the saddle corresponds to & = cc.

The separatrices are described by (2.2) with the conditions at infinity

it (xo0, z,t) = oF)(z,t), 5 (Fo0,z,t) = 0. (2.3)

Without loss of generality, we assume that the separatrices lie in the upper half-plane. For each
(z,t) € (—1;+1) x R, we define the function H(x,t) := o+ (0,z,t) — (0, x,t), where the 7% (¢, z, )
are solutions of system (2.2) satisfying condition (2.3).

Condition A3. The equation H(x,t) = 0 has a T-periodic solution = = x¢(t), —1 < zo(t) < 1;

moreover, %Z |w:w0(t) > 0,t € R.

Condition A3 implies that there exists a separatrix issuing from the saddle (=) (zg,t),0) and

entering the saddle (o) (z0,t),0). Its existence provides the solvability of the boundary value
problems

—|—F(ui,x0,t,0),
ui(oaxoat) = QO(O) (x07t)7 ui(—OO,.’ﬂg,t) = QO(i)(.'L’O,t), qu(OOwTOat) = Q0(+)(.’L’0,t),

which are used for the description of the internal layer in the zero approximation. To be definite,

we assume that the separatrix lies in the upper half-plane (@, 7). The requirement ‘98[; v=zo(t) > 0

eliminates the case in which the joining separatrix takes place for any dependence z(t) or the
branching takes place for z(t) = x((t). This requirement permits one to prove the theorem on the
existence of a stable solution.

According to Condition A3, the dependence of the phase picture of the system (2.2) (see also
system (6.2) for the example in Section 6) on the parameter z must be like the one in Fig. 1.

We also need the condition for the boundary conditions to belong to the influence domain of the
solutions ¢(*)(x,t) of the degenerate equation.
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ON EXISTENCE AND ASYMPTOTIC STABILITY 57

-1 0

Fig. 1. The phase plane for the system (2.2) in the case o) (z,t) = +1 (see the example in
Section 6). The separatrices are depicted by dashed line for £ = z¢ and by continious line for
x > xg.

Condition A4. On the phase plane of the system

(%_ = A(u,—1,t)v + F(u,—1,t,0), 8u_
or or

t is a parameter, the line u = u(~)(¢) intersects the separatrix entering the saddle ¢~ (—1,t) as
77 — 00. An absolutely analogous condition is required for the saddle ¢ (1,t).

Condition A4 will be used for the construction of the asymptotics of the solution in a neighbor-
hood of the domain’s boundary.

=v, T >0,

2.2. Main theorem

Theorem 2.1. Suppose that the assumptions A0 — A4 are satisfied. Then, for a sufficiently
small e, there exits a periodic solution of problem (1.1) such that

e (x,t), —1<z<umz(t), teR,
lim u(x,t, &) =
=0 e (z,t), wo(t)<az<1, teR.

This solution is asymptotically stable with domain of attraction width at least O(e) and locally
UNIQUE.

In Sections 4 and 5, we prove more precise results.

3. THE CONSTRUCTION OF THE FORMAL ASYMPTOTICS OF THE SOLUTION

In this section, we describe the construction of a formal asymptotic solution of the periodic
boundary value problem (1.1). Later on, we will prove the existence of a solution to (1.1) near this
formal asymptotic approximation.

3.1. Asymptotic Approximation

To characterize the location x*(¢,¢) of the interior layer of the formal asymptotic solution in
the (x,t)-plane, we introduce the curve x = x*(t,e) as the locus of the intersection of the solution
u(z,t,¢) of (1.1) with the surface () (,t). In this way, we decompose the periodic boundary value
problem (1.1) with the interior layer near z*(¢, ¢) into two boundary value problems with boundary
layers near x = x*(t, €). For the following, we introduce the notation

_x—x*(t,e)

£: :

3
p' = {(z,t) € R*: -1 < x < 2*(t,¢), t € R},
D = {(z,t) e R? :a*(t,e) <z < 1,t € R).
RUSSIAN JOURNAL OF MATHEMATICAL PHYSICS ~ Vol. 26 No.1 2019



58 NEFEDOV et al.

First, we consider for small € in p the boundary value problem

ox2 Ot
u(=1te) = u (1), u(z*(t,e),t,e) = O (x*(te),t) for teR, (3.4)

2
2 (8 v 8u> —EA(’LL,:I),t)gZ — F(u,z,t,e) =0 for (z,t)€ D),

u(z,t,e) =u(z,t +T,e) for (x,t) € .
Similarly, we consider in D(+) the boundary value problem
2
£ <g;§ - 85;) —eA(u,z,1) gz — F(u,z,t,e) =0 for (z,t)¢€ D(+),
u(z*(t,e),t,e) = p(z*(t,e),t), u(l,t,e) = u(+)(t) for t € R, (3-5)
(+)

u(z,t,e) =u(x,t+T,e) for (x,t)e D .

We look for a formal asymptotic solution U®) (xz,t,¢) of this problem in the form

UH (x,t,6) = a® (2, t,6) + QF) (&, t,52%) + TTH) (1,1, ¢), (3.6)

where the regular part is

a® (z,t,e) = al () + el (@, 8) + -+ "aE (w,t) + -+

n

the boundary layer part in the neighborhood of # = —1 for u(~) and in the neighborhood of = = 1
for u(+) is
H) (7, t,¢) = H(()i)(r, t) + sﬂgi)(r, )44 e"IE (1) 4 - - -
where
. (x+1)/e, z<a*(t,e),
T\ (x—=1)/e, x=2x*(te),

and the internal layer part x*(t,¢), £ = (z — x*(¢,¢)) /e is

QB (¢t ;%) = Q5 (6, t:2%) + QT (6 t27) + -+ " QP (& 2t + -

its terms depend on x*, but this is not an argument in this case. This dependence just reminds
us about the fact that we don’t expand x*(¢,¢) into the asymptotic series yet. To determine the
terms in the expansions (3.6), we use the standard procedure proposed by Vasil’eva (see, e.g., [8]).
We substitute the asymptotic in the form (3.6) into the problems (3.4), (3.5). In particular, for the

regular parts, we have for (z,t) € D).

(£)

Sz, ) A(eE) (x,t), 2, t) + Fo (o) (2, 8), 2, t
U(()i)(ll?,t) :gp(i)(l',t), U:(Li)(ﬂf,t) :_SO (:1:7 ) (SO (.’E, ),.’E, )+ (SO (.’E, ),.’E, 70)

Fu(go(i)(ac,t),x,t, 0)

To determine the interior layer parts, we represent the differential operator

0?2 0
_ 2 2
Le=e 0z2 E(‘)t

when it acts on the interior layer functions by using the stretched variable £ in the form:
0? ox*(t,e) & 5 0
+e —€ .
0¢? ot o0& ot
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ON EXISTENCE AND ASYMPTOTIC STABILITY 59

For the zero-th order internal layer functions Qéf) and Qéﬂ, we obtain the boundary value
problems

2 (£) - (£) g
T B Ao 4@ ot 70 5T S @ 1+ e 1,0),

€2 0§
(:I:)(O tx ) ﬂéi)(x*,t) _ QO(O)(x*,t),
(()i)(j:oo,t; z*) =0.
(3.7)
We set

e (@ (te),t) + Q5 (&, t;x%),  £<0,teR,
a(g, 2" t) =< O(a*(t,e),1), £=0,t€R,

P (te) ) + Qo tia"),  E>0.t€R
Now we can rewrite problems (3.7) in the form
%a+) ou®)
— A@@® | z* ¢ = F@™®,z*.t,0),
o¢2 ( ) o ( ) (3.8)
a®)(0,2%,t) = O (z*, 1), 4P (oo, z*,t) = oF) (z*,1).
Problems (3.8) are uniquely solvable by virtue of Condition A2.

Therefore, we see that the boundary value problems (3.7) have unique solutions satisfying the
estimate (see [9])

|Q(i)( t)| < c exp(—kl¢]) for €€ RF) teR.
In the next approximation, we obtain the linear problems

02Q) (¢, t;27) 0Q\ ™) (¢, t; %)

A
oe? A(a'™), z", 1) o
A B¢ ta*)  OF § .
= <8u (aF) % 1) Q0 ({()z )—I- o (@), x ,t,O)) gi)(ﬁ,t;:r )+ 7r1(&,t)
0,62%) + a5 (a7, 1) =0, (3.9)
(i)(:l:oo t;x*) =0, '
where
it OF QL D+
— (£) * (£) ,.% Lok
ri(§,t,e) =A™, 2%, t) az( )+ g (@27, 8,0) — o (& 527) g,
DA 0Q) (¢, t;a*)  OF ) oult)
(£) % 0 ) b (£) .x (£) 0
+<au(“ ,x",t) o€ t g, @0 lur oy S (3.10)
OA 8Q(i)(£ t;z*)  OF _
(£) b (£) .*

Problems (3.7) are linear inhomogeneous problems with exponentially decaying inhomogeneous
terms. The solutions of these problems can be given explicitly

~+ *
() e % (), s O X
1 (57:1: 7t) = U (‘T 7t) @i(0,$*,t)

13 1 +oo
~+ * + * ~+ *

— t t t t)dnd
v (g,l’ ) )/[; pi(s,m*,t)(f)i(s,x*,t))Q/S p (777$ ) )U (777$ > )7“1(777 ) nas,

(3.11)
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60 NEFEDOV et al.

where

o) (g am )

3
(&, a* 1) = o . pr(& at,t) = exp (-/ A(ﬂ(i)(y,x*,t),m*,t)dy>.
0

For Qgi), the following estimate can be proved

Q7 (€, 2% 1) < Cre™Iél, (3.12)

where C1, k1 are positive constants.

The next orders of the Q-functions are defined in a similar way, the II-functions are constructed
in standard way (see [4]) and not considered in this paper.

Since A, B,u®) are sufficiently smooth, the formal asymptotics can be constructed to any or-
der n. From these constructions, it follows that the corresponding approximations satisfy (1.1) with
discrepancy of order " *1.

3.2. Localization of the Interior Layer

One of the key problems is the construction of the asymptotic approximation of the transition
layer curve z*(t,e). To this end, we use the condition of C'-matching. The continuity of the as-
ymptotic approximation on the curve z*(¢,e) holds at the expense of matching the asymptotic
expansions of U(~) and U by using their construction. We will also require the continuity of the
first derivatives of the asymptotic expansions on this curve (the condition of C!-matching).

We consider the difference

LU @t ) oU) (@ te) _ 0QY (0.6:27)  0QT(0,t50%)

Ox Ox 0¢ o€
ougt (@) | 007 (0.62%) _ (oug (@) | 0Qi7(0,6:27)
+s< 0ot 2e - oot 2e +.o. (3.13)
Then the condition of C''-matching has the form
U (x* t,e) U (z*,t,¢)
€ O —€ O =0, teR. (3.14)

We can readily see that

(+) * (_) *
H(z, 1) = 79 ({()(23; 't _ 0% g;m 2

where H was defined in Condition A3.
Using (3.11), we obtain

oul" (x*,t) . 0" (0,t;2%) (aug—>(m*,t) . Q{7 (0, ¢; x*))

ox o€ ox o€

= or T g WD I D g ey T D g5 0,00, 1)

1 Hoe + * ~+ * +
- 17+(O,.’E*,t) /[; p (777:1: ,t)’U (77733 7t)r1 (nat)dn

1 et N « _
ey PO OT O ) ()
I 1 /ioo :I:( T t)'lN)i( z* t) 8A(ﬂ(:|:) z* t)aQéi)@n,t; l‘*) + 8F(a(:|:) 5t O) d
- f)i((),a:*,t) 0 p m, ) n, ’ 8(17 ) ) n 8(17 ’ » Yy nan
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oo OF i
[t e S @ 0 )|
0 Oe
dx* 1 L . 2, 1" (3.15)
* t ~ * t d .
o Lt [ 0 0 0|
Ox*
=: Gy(x",t K(z*,t).
1($ ) )+ ot (ZL‘ ) )
Here [ ]* means the difference between the expressions containing the functions with symbol +

and —. We denote the expression in the first square brackets by G1(z*,t) and in the second square

brackets by K (z*,t). The function (G depends not only on z*, but on its derivative It*)

Gi(E,t) =

9at) (2.t R 0\ (z*, t )0, t; z*
a, 1 (z )+8QZ 0,t;2%) (0w _5(x )+8Qz (0,8, . i=2,3,...,

ox o€ Ox 23

looking for a formal asymptotic expansion for z* (¢, €) in the form x*(t, ) = zo(t)+cx1 (t)+e2z2(t)+
-+, we obtain the following expansion:

E@U(H(aj*,t,E) _€8U(*)(:E*,t,s)
ox ox
= H(Ilfo,t) +e <8H

ox

0

=0
23(t) 0*°H
2 022

0G

2
€
+ ox

+ 21 (t)
T=XT0
633‘1

OH
+ ZL‘Q(t) o

T=XT0

T=XT0

81‘0 " oK

PO + Gol_ ) +---=0. (3.16)

=T z=z0

The term at €° is equal to zero by virtue of Condition A3. Equating the terms at £’ to zero, we
obtain the problems for z;(t), i =1,2,...:

= fi(t), (3.17)

where f;(t) are known functions. These problems are uniquely solvable by virtue of Condition A2
and have T-periodic solutions. Thus, the construction of the solution asymptotics, including the
construction of the transition layer curve, can be continued to any number n.

4. EXISTENCE RESULTS

4.1. Existence Theorem

Let fo) and D7(1+) be the domains

n+1
D) = {(a:,t) €ER*:—-1<2< Z:Ei(t)si, te R} ,
i=0

n+1
D) = {(m,t) € R?: in(t)ei <x<1,te R},
1=0
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and let UT(Li) be the partial sums of order n of the expansions (3.6), respectively, where £ is replaced
by (a: - E?Jrol x;i(t )z—:i)/s. We introduce the notation

o Ufl_)(m,t,s) for (z,t) € Dﬁl_),
Un(z,t,€) = (+) (+)
Un"(x,t,e) for (z,t) € Dy .
Then we have the following existence theorem.

Theorem 4.1. Suppose the assumptions A0-A4 are valid. Then, for sufficiently small €, there
exists a solution u(x,t,e) of (1.1) which satisfies

lu(z,t,€) — Up(z,t,e)| < cpe™™t for (x,t) €D,

where the positive constant ¢, does not depend on ¢.

4.2. Construction of Upper and Lower Solutions

The proof of this theorem is based on the technique of lower and upper solutions. For the
convenience of the reader, we recall the definition of these functions.

Definition 4.1. We say that the functions o, 3 : D x I, — R have smoothness property S,
if they are continuous, twice continuously differentiable in z, continuously differentiable in ¢ and
T-periodic in t. The functions o and 8 are called ordered lower and upper solutions of (1.1) for
e € I.,, if they have the smoothness property S and satisfy for € € I, the following conditions:

1° a(z,t,e) < Bz, t,e) for (x,t) €D, (4.1)

2° N.(a) 20> N, (ﬁ) for (z,t) € D, (4.2)

3% a(-Lte) <uD(t) <B(-Lte), (4.3)
a(l,te) < uH)( t) < B(1,t,e) for te€R.

In the case when there exists in D a smooth curve x = Z(t),t € R, periodic in ¢ and dividing D
into two subregions Dt and D~ such that o and 3 are continuous in D, but have the smoothness
property S only in Dt and D™, then « and 3 are called ordered lower and upper solutions of (1.1)
for e € I.,, if they satisfy the relations (4.1) and (4.2) in DT and D™, the relation (4.3) and the
inequalities

g‘; (Z(t) +0,t,€) > g‘; (Z(t) - 0,t,¢), (4.4)
gi (@(t) +0,t,¢) < gi (Z(t) — 0,1, ). (4.5)

Remark 1. It is known (see, e.g., [2]) that the existence of ordered lower and upper solutions
implies the existence of a solution u(z,t,¢) of (1.1) satisfying

a(z,t,e) <ul(z,te) < B(x,t,e) for (z,t) €D and €€ .

In what follows, we construct lower and upper solutions with admissible jump of the derivative,
defined by (4.4) and (4.5) . For this case, we have the same existence result (see, e.g., [2]).

In this section, we describe a method for constructing upper and lower solutions by a modification
of the formal asymptotic expansion of the solution to (1.1). For this purpose, we introduce T-
periodic functions zz and z,, as the (n 4 2)-th partial sums of the asymptotic expansion of z*(t, ¢)
with a small shift in the last term

w5t e) = mo(t) +ex1(t) + - + "M (zppa(t) = 6),
To(t,e) = 2o(t) + e (t) + - + "2 (2pya(t) +6),
RUSSIAN JOURNAL OF MATHEMATICAL PHYSICS ~ Vol. 26 No.1 2019
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where 0 > 0 is a small number independent of €. The curves x = z3(t,¢) and = = z,(t,¢) divide
the domain D into two subdomains D/(B ) D(H and D((;), D((j), where

{(,t) € B: ~1<a<aglt,e), t € R,
DS = {(2,t) € R2 1 a4(t,e) <z < 1, t € R}

The domains ij) are defined similarly.

Now we can define an upper solution f(z,t,e) = B,(z,t,e) together with a lower solution
a(z,t,e) = ap(z,t,¢) for € € I, in D by the expressions

Bula,t,e) = BB (@,t,0) = a5 (w, ) + e (2,8) + - + £ F2A Do (e, 1)
+ Q) (5, t;05) + Q) (€5, tmp) + -+ + s”“@ﬁﬂz) (TRET) (4.6)

2 (74 g5 (65, 0)) + TE (7 0),

Here, v = const > 0, {g = (z — z3(t,€))/e. The functions Qgi)(ﬁg,t;wg), i =20,...,n+1, are
defined by replacing £ by {g and x* by sz in the terms of the asymptotics Qgi)(ﬁ, t;x*).

The functions ¢g(€s,t) are introduced into the interior layer part to compensate the changes
produced by the modification of the (n + 2)-th order term of the regular part of the asymptotic
expansion and the interior layer curve expansion. The functions qﬁ (55, t) are determined by the
problems

(i)(§7t7xﬁ) A(ﬂ(i) . t) 8qéi)(§,t; :L’ﬁ)
o€ oo o

0A 0Q5 (€. tiwg) | OF
=<8u<u<i>, )70 ) O ) 5, ,0) ) 05 tg) )

g57(0,t;25) +7 =0,

(i)(:l:oo t;xg) =0,

(4.7)
where
oF

o OF
U(Bi) _ u(i) (éa T, t), 7’5(6, t) = < B4 (u(i)7$5, t, O) — . (So(i)7mﬁ’ t, O)) . (48)

The functions Hffﬁ) (7,t) are sums with modified boundary functions and can be constructed by
the scheme developed in [4].

Problems (4.7) can be investigated analogously as the problems (3.6) and have unique exponen-
tially decaying solutions.

To verify that the introduced functions «,, and 3, are upper and lower solutions, we substitute
the expressions for «,, and f,, into the operator N.(u) defined in (1.1). We obtain

N.(Bn(x,t,€)) = —e"+2 g (), 20,t,0) + O(e"F3). (4.9)

For the lower solution, we have similar result. The proof of the ordering (c,, < (,) and of the
inequality on the ends of the interval (—1;1) can be done according to the scheme from paper [4].

We summarize the results of our construction of upper and lower solutions in the following
lemma.
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Lemma 2.1. The functions B, (x,t,€) and o, (z,t,e) satisfy Definition 2.1, and therefore they
are upper and lower solutions of problem (1.1). Moreover, they obey the following relations:

Bu(z,t,€) — an(z,t,e) = O(E™) for x€]0,1], t€R, (4.10)
Bu(x,t,e) — Up(z,t,e) = O(E™)  for z€[0,1], t €R, (4.11)
Oon _ OUn + 0™ 1Y) for e (0,1)\ {zy(t,e) Sr:lm(t)el} teR (4.12)
ax - ax ) [e% b ) 1/:0 2 b ) *
n+1
%ﬁ; = aa(in +0(™ ) for x€(0,1)\ {zs(t¢), Z z;(t)e'}, t € R. (4.13)
i=0

Therefore, we see that problem (1.1) has a solution that satisfies (see Remark 1) the relations
an(z,t,¢) <u(z,te) < Bp(z,t,e) for (z,t) e D and c€ 1.

The statements of Theorem 4.1 follow from the estimates (4.10), (4.11) of Lemma 2.1, taking into
account that U,, — Buy1 = O(e" ™), U, — a1 = O(e™HL).
The statements of Theorem 4.1 follow from the estimates (4.10), (4.11) of Lemma 2.1.

In order to investigate stability (see Section 5), we need estimates for the lower and upper
solutions.

Lemma 2.2. The functions B, (x,t,e) and o, (x,t,€) satisfy the following relations:

Do, = Ou +0@E"Y, z€(0,1)\{za(t,e)}, tER,
885 gi (4.14)
amn = et O™ "), x€(0,1)\{xp(t,e)}, teR,

where uw = u(x,t,e) is the periodic interior layer solution of problem (1.1), stated in Theorem 4.1.

Proof. The proof of Lemma 2.2 is based on the estimate for the difference
zZn(x,t ) = ulx, t,e)—Uy(x,t,€); estimate (4.14) then trivially follows from estimate (4.12). Indeed,

day, Ou  Oday, OU, n ou, Ou  z, . O(s"_l)
oxr Oxr Oz Ox oxr Or «x '
A similar estimate is valid for the upper solution.
The proof is carried out, following the lines of the proof of a similar assertion presented in [10].

The function z,(z,t,¢) satisfies the equation

0?2 0z ou ou,
2 N V| t — AU, xz,t) "
© <8x2 8t> E[ (w2,8) 5y = AlUn, 2, 1) 83:] (4.15)
— [F(u,z,t,e) — F(Up,x,t,¢)] =" p(x,t,e) for (x,t) €D
with zero boundary conditions, where [i)(z,t,¢)| < ¢;. From Theorem 2.1, we obtain
Zn(z,t,6) = u(z, t,e) — Up(z, t,e) < ce™, (4.16)

and therefore,
Ir1| == |F(u, 2, t,€) — F(Up,z,t,€)| < ce" .
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The second term of equation (4.15) can be represented in the form

A(u, z,t) gz — AUy, x,t) 88an = ;;/U A(s,x,t)ds —/U A (s, z,t)ds

From (4.16), it follows that
n+1

Az (s, x,t)ds
Un

|ra| = <ece

We can rewrite equation (4.15) in the following form

2 u
r X €orJu, (4.17)
+ 2 [rl(az,t,e) —erg(z,t,e) + E”Hzp(a:,t,e)} for (z,t) € D,

where k£ > 0 is an arbitrary constant value. Now we can define

r(x,te) = ! [rl(m,t,s) —ery(x,t,e) + E”“i/}(m,t,s)].

£2
From the estimates above, we obtain
Ir(z,t,e)| <ce™h

Using the Green function for the parabolic operator of the left hand side of (4.17), we get the
following representation for z, (see, for example, [11]).

1 t 1
Zn :/1G(x?t7£7t0)zn(£7t0)d£_/to dT/lG(ZE,t,g,T)

10 u(é,7,e)
—kz, (&, 1) + (& T ) + A(s, €, 7)ds | dE.
€ 85 U, (&,7,¢)

(4.18)

Using integration by parts and the boundary conditions for GG, we can transform the last term in
(4.18) as follows

td] 1 G(z T 1 Hen A 7)d df
7t7 , S, ¢, S
/to /—1 ( é )5 65 ( é )

U, (&,7,¢)
t 1 1 '“‘(57775)
—/ dT/ Gg(:r,t,g,T)E/ A(s, &, T)dsdE.  (4.19)
to —1

U7L (£7T?€)

Using (4.19) and (4.18) we obtain following representation for the derivative %Z;:

1 t 1
:/ Gm(xatvgvtO)zn(£7t0)d£_/ dT/ Gm('xvt)g)T)
—1 to -1
u(é,7,e)

t 1
(—kzn(g,v')—l—r(g,r,s))d{—k/t dT/_lagw(x,t,g,T)i/ Als, €, 7)dsde,

U’VL (&?T75)

‘/_lle(x,t,f,to)df‘ <C ‘/ dT/ Go(z,t,6,7 dg(
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We see that the first and second terms of the representation (4.20) have the estimates O(e"*!) and
O(e"1), respectively. From the estimates for Ge,(z,t, €, 7) [12], it also follows in the standard way
that the last term in the representation (4.20) can be estimated by

C u(&,7,€)
A(S,&,T)‘ds — 0.
€ Ju,.(¢,me)
Using these estimates, we finally, get from (4.20)
%‘ZL (z,t,6) = O™ Y) for (z,t) € D. (4.21)

This completes the proof of Lemma 2.2.

Remark 2. Tgking ipto account the relation gg - 80“8’;“ = 0(e"), 880;" - 80‘8’;“ = 0(e"), we
arrived the following estimate

ou B Oay,
ox ox

5. STABILITY RESULTS

=0(e").

In this section, we investigate the asymptotic stability (in the sense of Lyapunov) of the peri-
odic solution u(z,t,¢). Periodic solutions of problem (1.1) can be regarded as the solutions of the
following initial boundary value problem on the semi-infinite time interval:

v Ov ov
Pp— 2 —_ p— —_ pr—
N.(v) :=¢ <8m2 8t> EA(v,m,t)am F(v,z,t,e) =0,
(z,t) ER*: —1<x <1, 0<t<oo, (5.1)

v(=1,t,e) =u (), v(l,te)=uP(), 0<t< oo,
v(z,0,e) =v°(x,¢), x€]0,1].

Obviously, if v°(x,e) = u(x,0,¢), where u(z,t,¢) is a solution to problem (1.1), then problem
(5.1) has the solution v(z,t, &) = u(z,t,¢).

In order to investigate its asymptotical stability, we use the asymptotic method of differen-
tial inequalities, which is called the method of attenuated barriers (see [13, 14]). We will look
for the upper and lower solutions to the problem. The problem of the Lyapunov stability of
this solution is solved in the following way: a(z,t,¢) = u(x,t,e) + e O (ay, (z,t,€) — u(x,t,€)),
Bz, t,e) = u(z,t,e) + e OB, (x,t,e) — u(z,t,€)), where A(e) > 0 will be chosen later. Obvi-
ously a < B, and to check the classical theorems of differential inequalities for parabolic systems
[11], it is sufficient to show that N.f < 0, N.a > 0. Substituting the above expressions for the
functions o and f and taking into account that u is a solution to (1.1), it is not difficult to obtain
the required inequalities. For example, the expression for N.f is transformed (for brevity, in the

following formulas, we omit all the arguments of the functions F, A, Fy,, A, except for the first one)
into

2 2
N.§ = e { [52 (—85” + %f;) - EA(,Bn)%%> - F(ﬂn)] + [52 (—?Z + ng> - sA(u)gZ> - F(u)}

te ox ox

1= M+ [F(8n)—F(u)—Fy; - (Bn—u)]
+ 2N (Bn — u)}.

Here the symbol “*” to the right of the function means that their value is taken for the argument
2

u(zx,t,e) + Oe_*A(E)t(an(a;,t,s) — u(z,t,€)),0 < 6 < 1. By using 52(—88%" + %fgb - sA(ﬂn)%ﬁg) -

F(B,) = —vF,e"™ + 0(e"*?), where v > 0, 8, —u = O(e"*!) (see Theorem 4.1), A(B,) — A(u) —

AL (Bn —u) = O(e2"+2), F(B,) — F(u) = Fi(Bn —u) = O(e2+2) and *~") = O(e") (see Lemma

2.2) and choosing A(g) = Ay sufficiently small and ~ sufficiently large, we obtain N.3 < 0 for n > 0.

Similarly, we can check the inequality N.aw > 0. Thus, we can formulate the following theorem.

[A(Bn) —A(u) = Ay (Bn—u)]+e A, (Bn—u)
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Theorem 5.1. Suppose that the assumptions A0-A4 on satisfied. Then for sufficiently small
g, the periodic solution of problem (1.1) is asymptotically stable with domain of attraction at least
ap(x,0,¢) < u < fo(x,0,e). As a result, this solution is locally unique.

Note that the width of the stability region, according to Lemma 2.1, |By(z,0,¢) — ap(x,0,¢)| =
O(e).

6. LINEAR ADVECTION CASE

We consider the following important class of the systems (1.1):

2u u u
N.(u) := & <g$2 - 8815) —ea(z,t) g:n — (u—p(z,t))(u* — 1) =0,
lo(x,t)] <1 (x,t) € D:={(z,t) € R*: -1 <z < 1,t € R}, (6.1)

u(—1,t,e) = -1, wu(l,t,e)=1 for te€R,
u(x,t,e) =u(x,t+T,e) for te R, —-1<x<]1.

An similar problem was investigated in the paper [9] (see Example 3.2), in which the case was
considered when the advection coefficient is positive and depends only on time. In this paper, it
was proved only the existence of a solution with a transition layer. The applied approach does not
allow us to investigate the stability of a solution and to construct its asymptotic behavior.

Here o) (z,t) = 1, ¢ (z,t) = ¢(x,t). The separatrix that joins two saddles S1(—1,0) and
S3(1,0) for x = z¢(t) on the phase plane of the adjoint system

o]

73

ou

= a(z, )0 + (u — ¢(x,))(u® 1), o€

=0, —o0o0<¢<oo, (6.2)

is constructed in the form of the parabola © = \(x,t)(@? — 1). By performing the straightforward
substitution into the first equation in system (6.2), we obtain:

(202 — )i = a(z, )\ — o(z, 1). (6.3)

If we require that both sides of (6.3) be identically equal to zero, then a separatrix in the form of
the parabola exists. Hence, taking into account the fact that we consider the upper half-plane, we
obtain the value A(z,t) = —1/4/2, and the corresponding equation for the transition location curve
in the zero approximation has the form w(zg,t) := a(zg,t) + v/2¢(z0,t) = 0.

Note that the equation for the function @(,x,t) which is obtained from system (6.2) cannot

be integrated by quadratures for fixed x. The equation for the separatrix that joins two saddles
S1(—1,0) and S3(1,0) for x = xo(t) can also be written as

do . @ — o(xo,t))(a? — 1 .
" = f(@,5) = ale, )y + PP ED gy 2 (6.4)
du 0
Here and further, the functions f, fi, f3 have only two arguments, because x and t are fixed and
treated as parameters.

For fixed x, we have the following equation for the separatrix issuing from the saddle S1(—1,0):

d o i— o)) (@ —1)
= h(0) = ale, ) + (@=ele D)@ =1 5 =, (6.5)
U U1
and for the separatrix entering the saddle S3(1,0):
dv . o — oz, ) (@ -1 .
= hi i) = atepy+ AT ) 2 (6.6)
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Fig. 1. The numerical solution to the initial boundary value problem corresponding to (6.1).

It can be shown, that tasks (6.5), (6.6) have solutions which are continuously dependent on the
paprameter x. As the separatrices in the form of parabola, issuing from S1 and S3 intersect the line
u = ¢(z,t), the separatrices vy (u) and vs(u) intersect it too for any z from a small neighborhood
of zg. It is clear that the condition (A2) can be formulated for z lying in this neighborhood.

Therefore, the condition (A2) is satisfied.

To derive the sufficiency requirement for the Condition (A3) to be true, we use that according

OH

to [15], the following representation for the function %

oH 1 /+°° 5 _
= . fx(v(n,$0’t)’u(7773307t)’930’t)
X exp(—a(wo, t)n)f)(n’ Zo, t)dnv
where

fo(0(n, 20, t), 4(n, %o, t), w0, t) =T <ax - 90;) .

It can be shown that the solution @ of the problem (6.4) looks like this:

) C’eXp(—Q)\f) -1 1+ SO(:L‘Oa t)
t) = - '
a(€, xo,t) Cexp(—2XE) + 17 1 — (xo,1)
From (6.9), we obtain
1
~ _ 2
E=—In [1 +1~L ! (P(xo,t)]
—u 1+ (P(xO) t)

Substituting (6.8), (6.10) in (6.7), we see that % has the form:

OH

ox - [1 N SO] ’ o A [ax(fEO’t) + \/QQOx(:IJQ,t)] 1,

1+90 O,IL'(),t)

z=x¢(t)

where I := [T(1+ ) (1 — u)'~#du > 0.
RUSSIAN JOURNAL OF MATHEMATICAL PHYSICS Vol. 26

in explicit form is valid:

No.

1

(6.7)

(6.11)

2019
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From (6.11), we conclude that the function H(x,t) = vs(p(xz,t)) — v1(e(x,t)) has the positive
derivative with respect to = at x((t) for any real ¢, namely, if the inequality

wy (T, t) = az(zo,t) + \/me(ajo,t) <0

takes place, then the Condition (A3) is satisfied. It provides the existence of a step-like contrast
structure with the transition from S1 to S3. Consequently, Theorems 4.1 and 5.1 for the problem
(6.1) are satisfied when the above-listed conditions for the function w(z,t) are fulfilled.

In Fig. 2, the result of the calculations in the ”Wolfram Mathematica” application is depicted.
Here is the numerical solution to the initial boundary value problem corresponding to (6.1) on
the semi-infinite time interval. The problem is considered for z € (—2;2), a(x,t) = sin(t) — z + 2,
2tan~?! ( e—1

o(x,t) = =505, u(r,0) = ) and ¢ = 0.1. This figure shows that the solution to the
problem (4.1) is asymptotically stable. For the zero-th term of the interior layer asymptotic for the
problem (6.1), we have the expression z(t) = 1 + sin(¢)/2, which is in agreement with Fig. 2.
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