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Abstract—At present, ontology is widely used for the formalization and systematization of knowledge and
data in various subject areas. To facilitate and accelerate the process of developing ontologies, ontology design
patterns have recently been used, which are formal descriptions of solutions to typical problems of ontological
modeling proven in practice. The most popular type of ontology design patterns are content patterns that sup-
port a uniform and consistent representation of all the entities of the simulated subject area. The article gives
a brief overview of ontology design patterns and proposes a methodology for constructing ontologies of sci-
entific subject areas, the main feature of which is the use of basic ontologies and content patterns, and ana-
lyzes the experience of using this methodology in the construction of ontologies of various scientific subject
areas.
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INTRODUCTION

Owing to the fact that ontology has proved to be a
convenient and effective means of formalizing and
systematizing knowledge and data in various subject
areas [13], there is an urgent need for effective meth-
ods and tools for constructing ontologies. This need is
especially acute when constructing ontologies of sci-
entific subject areas (SSAs), which usually include
subject areas covering a certain scientific discipline or
field of scientific knowledge in all its aspects [4].

Modern methods of development of ontologies
[19] can be divided into three groups: (1) methods that
ensure the development of ontology from scratch;
(2) methods of creating ontologies from ready-made
blocks; (3) methods of automatic construction of
ontologies.

Methods of developing ontology from scratch [5, 7,
14, 23] are the most time-consuming and complex.
They require the involvement of experienced special-
ists in the field of ontological engineering.

The second group includes less time-consuming
methods [9, 22, 24], using previously created basic
ontology and/or fragments (patterns) thereof, which
can be specialized for a specific subject area. The
advantage of these methods is that they make it possi-
ble to involve in the process of building and maintain-
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ing ontologies experts in subject areas, which is one of
the most important modern requirements for the pro-
cess of developing knowledge-based systems [11].

Methods of automatic construction of ontologies
on the basis of thematic body of texts [2] or web
resources [21] seem to be the most promising and least
labor-intensive, but when using them in pure form, it
is not possible to build SSA ontologies of good quality
[8]. In this regard, in practice, such methods are often
used to automatically populate ontologies built by
“manual” methods [8, 28].

In this article, we will consider the method of con-
structing ontologies oriented to knowledge engineers
and subject experts and based on the use of ontology
design patterns (ODPs) [3, 9, 26], which are formal
descriptions of solutions to typical problems of onto-
logical modeling proven in practice. In particular,
fragments of basic ontologies presented in the OWL
language can act as patterns [1]. Thus, this method
belongs to the second group.

The article gives a brief overview of ODPs, analyzes
the problems of their application, and describes the
methodology proposed by the authors of the construc-
tion of SSA ontologies, which uses basic ontologies and
ODPs, as well as the experience of its application in the
development of ontologies for various SSAs.
567. © Pleiades Publishing, Ltd., 2023.



EXPERIENCE OF USING CONTENT PATTERNS 561
1. ONTOLOGY DESIGN PATTERNS 
AND PROBLEMS OF THEIR APPLICATION

As mentioned above, ODPs serve to describe solu-
tions to problems often encountered in the develop-
ment of ontologies [9]. Depending on the type of
problems that ODPs are designed to solve, structural
patterns, correspondence patterns, content patterns,
reasoning patterns, presentation patterns, and lexico-
syntactic patterns are distinguished. (Such a typology
of patterns was proposed in the framework of the
NeOn project [15].)

In the development of ontologies, knowledge engi-
neers and subject matter experts mainly use structural
patterns, content patterns, and presentation patterns.

Structural patterns either fix ways to solve prob-
lems caused by limitations of expressive capabilities of
ontology description languages or set a common
(modular) structure and type of ontology. Patterns of
the first type are called logical patterns; patterns of the
second type are called architectural patterns.

Content patterns are descriptions of typical frag-
ments of ontologies, on the basis of which ontology of
various subject areas can be built.

Presentation patterns determine the recommenda-
tions for naming and annotating the elements of ontol-
ogy, the use of which should increase the readability of
ontology, as well as the convenience and ease of use of it.

At the moment, there are several catalogs of ODPs
[17, 18] available on the Internet. The most represen-
tative of them is posted on the portal of the Associa-
tion for Ontology Design and Patterns [17], created as
part of the NeOn project [15].

Despite the fact that the use of ODPs can save
human resources and improve the quality of the devel-
oped ontologies, they have not yet found wide practi-
cal application because of a number of problems aris-
ing from their use.

The first problem is related to the difficulties of
reusing the ODPs developed by other developers—
often it is difficult for the developer of a new ontology
to understand the semantics that its authors laid in a
particular pattern.

The second problem is caused by the lack of conve-
nient tools for the development of ontologies that sup-
port the use of ODPs. Here one can note plugins for
the tool for the development of ontologies of the
NeOn project [22] and the editor of ontologies Web-
Protégé [12]. However, the first plug-in is available
only for participants of the Neon project, and the sec-
ond can only be used in the WebProtégé editor, which
is not very popular among developers of ontologies
because of its limited functionality (compared to the
desktop version of Protégé, for which, by the way, a
similar plug-in is not developed).

The third problem is that patterns are described
and applied separately and do not form a single sys-
tem, making them difficult to share.
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Another problem is that there are no widely avail-
able patterns that could be used in the development of
ontologies of scientific subject areas.

2. METHODOLOGY OF DEVELOPMENT
OF ONTOLOGIES OF SCIENTIFIC 

SUBJECT AREAS
The methodology discussed in this article [26] sup-

ports the construction of SSA ontology on the basis of
the basic SSA ontology, containing descriptions of the
most common entities characteristic of most scientific
subject areas. Since the ontology of any SSA contains
not only descriptions of its inherent system of concepts,
tasks solved, and methods used but also descriptions of
relevant information resources, the basic ontology of
SSAs can be divided into four ontologies: (1) ontology
of scientific knowledge, (2) ontology of scientific activ-
ity, (3) basic ontology of tasks and methods, and (4)
basic ontology of information resources.

The ontology of scientific knowledge contains
classes that set up structures for describing scientific
concepts that are part of any SSA. Such concepts are
the branch of science, the object of research, the subject
of research, the method of research, the scientific result,
task, algorithm, etc.

The ontology of scientific activity includes classes
related to the organization of research activities, such
as person, organization, event, scientific activity, project,
and publication.

The basic ontology of information resources as the
main class includes the class information resource, the
set of attributes and relationships of which is based on
the Dublin core standard [6]. On the basis of this class,
relevant information resources modeled by SSAs can be
described: databases, ontology, collections of docu-
ments, websites of organizations, persons, and projects.

The basic ontology of tasks and methods includes
classes and relationships by which the tasks solved in
this SSA, the methods of their solution, and the soft-
ware components and algorithms that implement
them can be described.

All basic ontologies have specifications in the OWL
language [1]. For the most important concepts of the
basic ontology of SSAs, content patterns have been
developed, also implemented in the OWL language.

Since this methodology supports the development
of ontologies by knowledge engineers and experts, it
offers a system of ODPs that includes three types of
patterns: presentation patterns, structural patterns,
and content patterns.

Presentation patterns set the rules adopted in this
methodology for naming and annotating the elements
of ontology, similar to the rules adopted in the com-
munity of ontological modeling [16].

Structural logic patterns are designed to represent
complex entities and structures relevant to the con-
struction of ontologies of SSAs and for the description
ol. 33  No. 3  2023
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of which there are no suitable expressive means in the
OWL language. In particular, such patterns are
designed to represent the domains of permissible val-
ues of arguments and n-ary and attributed relations
(binary relations with attributes) [25].

The most important role in the methodology under
consideration is played by content patterns, which are
used for a uniform and consistent representation of the
concepts used in SSAs and their properties. As men-
tioned above, such patterns are designed for concepts
present in most SSAs. Owing to this, the development
of ontology of a particular SSA is mainly reduced to
the specialization (tuning) of content patterns in this
area and building on their basis fragments of target
ontology.

The construction of ontology of a specific SSA
using basic ontologies and the system of ODPs is car-
ried out in two stages:

1. Construction of components of ontology of the
SSA on the basis of basic ontologies through their
completion and development. At this stage, the spe-
cialization of content patterns and structural logical
patterns presented in basic ontologies is performed on
a specific SSA.

2. Population of the ontology of the SSA by con-
cretization (instantiation) of content patterns and
structural logical patterns presented in basic ontolo-
gies or derived from them by their specialization to a
specific SSA.

At the same time, the ontology of the SSA is based
on the patterns presented in the basic ontologies of sci-
entific knowledge and scientific activity, the ontology
of tasks and methods is based on the patterns of the
basic ontology of tasks and methods, and the ontology
of scientific Internet resources is based on the patterns
of the basic ontology of information resources.

The specialization of an ontology design pattern is
to rename it, add new properties (attributes and rela-
tionships) to it, and/or refine the property names and
their value areas already described in the pattern.

Concretization of the ontology design pattern con-
sists in substituting specific property values into it and
adding the resulting fragment of ontology to the ontol-
ogy being created.

In the development of ontology of a particular
SSA, content patterns are mainly used, most of which
are obtained by specialization of content patterns that
form the basic ontology of SSAs.

As an editor of ontologies and ODPs at the
moment, the popular editor Protégé is used. To sup-
port the use of ODPs, a data editor making it possible
to populate the ontology of the SSA by specifying con-
tent patterns is provided.
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3. EXPERIENCE OF USING
THE METHODOLOGY IN THE 

DEVELOPMENT OF ONTOLOGIES
OF VARIOUS SSAs

This methodology has shown its practical usefulness
in the development of ontologies of various scientific
subject areas: decision support [27], solving computa-
tionally complex problems of mathematical physics on
supercomputers [10], plasma physics [20], etc. Consider
the process of developing ontologies for some of them.

3.1. Development of Ontology of the Subject Area 
“Solving Computationally Complex Problems
of Mathematical Physics on Supercomputers”

In the development of this ontology, the concepts
of the basic ontology of scientific knowledge were
clarified and detailed (the object of research, the
research method, the science section, the task, the algo-
rithm). At the same time, their specialization is ful-
filled in this SSA. As a result, such entities as the phys-
ical object and physical phenomenon, the fundamental
law of nature, the physical model, the mathematical
model, the system of equations, the numerical method,
the parallel algorithm, and others. Appropriate content
patterns have been developed for these concepts.

Let us consider as an example the pattern for
describing numerical methods (Fig. 1).

From a substantive point of view, such a pattern is
the semantic neighborhood of the central concept,
which in this case is the class of numerical method. For
this concept, properties are defined, which are pre-
sented as attributes or relations. In this case, the attri-
butes can be presented either as data properties—for
those properties whose values have a standard data
type (Name, Description, Resistance to perturbations,
Absolute accuracy, Order of accuracy, Computational
complexity)—or as object properties—for properties
with values from the enumerated data type (Solution
type, Grid type, Discretization of the calculation area,
Approach to the solution presentation). In this case, the
enumerated data types themselves are implemented in
patterns to represent the areas of permissible values.

The relationships define the associations of objects
of the class under consideration with objects of other
classes and are presented as object properties. In par-
ticular, in this pattern, connections are set with the
problems that this numerical method solves, with the
parallel algorithm that implements it, with the systems
of equations that it solves, etc.

Here is also a content pattern to describe parallel
algorithms (Fig. 2).

This pattern defines the properties of a parallel
algorithm. The central concept of this pattern is the
parallel algorithm class. It also has properties whose
values have a standard data type (Name, Description,
Scalability of evaluation, etc.) and a property of
Decomposition of a calculation domain with values from
ION AND IMAGE ANALYSIS  Vol. 33  No. 3  2023
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Fig. 1. Content pattern of “numerical method.”
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the enumerated data type. In this pattern, a parallel
algorithm can be associated with relationships to the
target architecture, parallel programming technolo-
gies, the data structure used by it, its code, and the
like. In this case, some relations can have their own
attributes (hasInput, hasOutput, isDetermined).

Naturally, the patterns provided by the methodol-
ogy may not be enough to describe this SSA in full. In
this regard, it may be necessary to develop content
patterns specific to a particular SSA. Such patterns for
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this ontology are target architecture, parallel program-
ming technology, software product, etc.

Figure 3 shows a pattern describing the concept of
target architecture.

On the basis of the ontology discussed above,
ontologies of several areas of mathematical physics
were developed, such as astrophysics, geophysics, and
plasma physics.

The content patterns presented in this ontology
were used to describe these areas. Figure 4 presents the
ol. 33  No. 3  2023
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Fig. 3. Content pattern of target architecture.
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Method of particles in cells is suitable for solving a
wide range of problems in the plasma physics.
It does not require preliminary assumptions about
the studied plasma. Usually, the PIC method involves
a lot of noise in the solution. It requires high computing
power, but can be easily parallelized
concrete definition of the pattern of numerical
method to describe particle-in-cell method in the
development of ontology of plasma physics [20].

3.2. Development of Decision Support Ontology
The peculiarity of this ontology is that it not only

includes traditional concepts for scientific subject
areas, such as methods, tasks, research objects, and
scientific results, but also describes problem situations
PATTERN RECOGNIT
and stages of decision-making. It also reflects the ori-
entation of information to different types of users and
sets the connections of ontology objects with data from
external sources that can be used in solving tasks of deci-
sion-making support (DMS). Along with the concepts
related to the decision-making process and methods of
its support, the subject area of DMS also considers issues
related to the program implementation of methods, as
well as activities carried out within its framework.
ION AND IMAGE ANALYSIS  Vol. 33  No. 3  2023
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Fig. 5. Content pattern of DMS method.
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For concepts specific to this subject area (problem
situation, decision-making stage, etc.), content patterns
were developed from scratch. The main part of the
content patterns used in the development of the ontol-
ogy of the DMS was obtained by specializing of the
content patterns, which are part of the basic ontology
of the SSA.

Figure 5 shows a pattern for describing the DMS
method obtained by specialization of the pattern
“method of research” from the basic ontology of sci-
entific knowledge.

The pattern of DMS method was used to add descrip-
tions of DMS methods to the ontology. An example of
specifying this pattern with information about the
method of cognitive modeling is shown in Fig. 6.

From Fig. 6, it can be seen that the method of cog-
nitive modeling uses cognitive maps, as well as such
methods of path analysis, cycle analysis, and scenario
analysis, and is designed to solve problems of structur-
ing a subject area, analyzing a problem situation,
developing solutions, etc.

CONCLUSIONS
Thus, our experience has shown the effectiveness

of the use of ontological patterns of content in the
development of ontologies of SSAs. This is due, in
particular, to the fact that, in the ontology of any SSA,
as a rule, a large number of typical fragments are pres-
ent, which are well described by content patterns.

In addition, the use of content patterns allows us to
provide a uniform and consistent representation of all
the entities of SSA ontology, reduce the number of errors
of ontological modeling, increase the “understanding”
of ontology by developers, and thereby provide the pos-
sibility of collective development of ontologies.

Owing to the fact that the use of ontology design
patterns greatly simplifies and facilitates the develop-
ment of SSA ontology, it can be attractive to experts in
the simulated field who do not have the skills of onto-
logical modeling, which accelerates the development
of SSA ontology.
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