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INTRODUCTION

A new wave of interest from the industrial com-
munity in the use of artificial intelligence (AI) tech-
nologies has a strong impact on the priorities and
trends of its development. The modern development
of the theoretical and technological basis of AI is
mostly limited to centralized architectures and
stand-alone applications in the field of machine
learning for computer vision, speech processing and
voice assistants, natural language, classification,
and prediction tasks within business problems of
various purposes. AI applications of other classes are
much less common and usually at the prototype
level. There are many applications in the field of
information technology (IT) that claim to use AI
without having convincing arguments for doing so.

However, the needs for IT in the use of the latest
AI technologies are constantly growing, and this is
one of the notable trends in the IT industry, and the
leader of these trends is decentralized AI [5]. This is
due to the features of a noticeable part of modern
applications, which usually consist of a large number
of autonomous mobile entities that intensively inter-
act in the process of collaborative problem solving.
These include a large number of new applications of
the Internet of things and group control of mobile
unmanned objects. The globalization of industry
and business is also leading to the growing role of
distributed and decentralized architectures. There
are and most likely will be new classes of relevant
applications that will need to solve the problems of
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decentralized group control in real time. Military
applications, space, harmful environments, natural
disasters, and other areas are potential sources of
new IT applications and new requirements for AI
capabilities.

What all these systems have in common, from a
formal point of view is that they operate in a com-
munication environment with a dynamic topology,
and therefore each such application is a dynamic
network.

In the last few years, new projects and new para-
digms of computing in dynamic networks have
appeared in IT, which, on the one hand, rely on the
achievements of AI and, on the other hand, set new
benchmarks and prospects for its development. As
many authors believe, these landmarks are most con-
centrated in the paradigm and architecture of peripheral
computing, in the concept of decentralized business
without intermediaries with peer-to-peer (p2p) and
blockchain technologies at the core, in a new version
of the World Wide Web called Web3, and also in a proj-
ect called the metaverse [5].

These projects have already received some devel-
opment [3, 5, 15, 24, 25, 34], and IT professionals
associate them with the future of IT technologies and
IT applications of the next-generation, and they also
believe that the development of AI, at least in the
forthcoming years, will be determined by the require-
ments on their part. The value of these projects lies in
the fact that, on the one hand, they set in a concen-
trated form the basic requirements for the level of AI
technologies of the near future, and, on the other
hand, they will become sources of new ideas and tech-
333. © Pleiades Publishing, Ltd., 2023.
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nologies and will stimulate the creation of new tools to
support the development of a new generation of IT
applications such as those which were listed above and
even more difficult ones.

The paper [5] based on the analysis of a new chal-
lenges that are now being addressed by the IT para-
digms focuses only on the importance of research and
development in the field of decentralized AI technol-
ogies. The objective of this paper is to take the next
step, namely, (1) to identify in these paradigms a basic
set of specific difficult problems, the solution of which
requires the involvement of ideas and methods of
decentralized AI; (2) to conduct a brief analysis of the
results, which decentralized AI has already at present;
and (3) to focus on some of the most important tasks,
which it would makes sense to bring to the attention of
researchers and developers in the near future. In the
rest of the paper, Section 1 summarizes the objectives
and key features of the new projects and it paradigms
mentioned above; Section 2 provides minimum infor-
mation about multi-agent systems (MASs) and self-
organizing control principles that form the context
needed to understand the subsequent material. Sec-
tion 3 lists the achievements in the field of decentral-
ized AI and self-organization, which are now ready for
use. Section 4 analyzes promising research directions
in the field of decentralized AI and self-organization,
which will significantly expand the areas of their prac-
tical use in IT applications, at least in the near future,
ensuring their computational efficiency and fault tol-
erance. In Conclusion, the main results of the paper
are summarized.

1. NEW IT PARADIGMS AND 
REQUIREMENTS FOR AI CAPABILITIES

Below is a summary of new projects, concepts, and
developments in the field of IT, which, according to
experts’ opinions, determine the requirements for the
level of AI in the near future, at least [5].

Peripheral computing. This is the architecture of
decentralized networked computing. In this architec-
ture, data processing is carried out as close as possible
to their sources and to the users of the results. This
architecture is of particular importance for mobile
networks, since the transfer of computing to the
periphery increases the speed of data processing and
reduces delays caused by the limited resources of
mobile devices, including power consumption [34].
Systems built on this architecture can generally have
different combinations of centralization and decen-
tralization. Individual local subsystems can use a
decentralized architecture, but if there is a hierarchy in
the network, some functions can be performed in a
centralized version. Therefore, peripheral computing
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systems can have a hybrid architecture. A detailed
description of this architecture and its properties can
be found in [5, 34].

Decentralized business. In this concept, business
operates without intermediaries, i.e., on the basis of
direct peer-to-peer interactions of its participants. Its
most developed version is the decentralized financial
business (DeFi). It is an alternative to the traditional
financial business and its instruments. In it, all trans-
actions with financial assets are carried out without
intermediaries [5, 15].

DeFi manipulates digital assets (DeFi tokens),
which are understood as entities, perhaps abstract,
that have value in the financial market. One example
of digital assets is cryptocurrencies. Another example
is nonfungible tokens (NFT1). They are similar to
securities, but they are digital. Not everyone can copy
them, because they exist in their ecosystem.

The next concept of DeFi is a digital wallet, and in
fact, it is a user interface for accessing and managing
his assets. Another concept of DeFi is called a smart
contract, which means the procedure for performing
certain actions in the DeFi ecosystem, for example,
the action to transfer a digital asset from one market
participant to another. Manipulations with these DeFi
components are subject to certain rules, which must
be automatically supported by the DeFi ecosystem.
This support is done through the use of peer-to-peer
interaction protocols. Examples are rules for perform-
ing actions such as “transaction generation,” “data
verification and decision making,” and “save the
data.” This DeFi chain of operations is performed
without any intermediaries [15].

The implementation of DeFi-business is based on
blockchain technology [3]. Blockchain is a chain of
digital blocks following each other (transactions) con-
nected by a common context. Note that the use of
blockchain technology is not limited to the storage of
transactions. It is widely used in other tasks, which is
due to a number of useful properties that this technol-
ogy has. These include decentralized storage and exe-
cution of operations with digital assets, transparency
(access to details and to the trajectory of transactions),
immutability of data during storage, the absence of
intermediaries (their role is played by consensus pro-
tocols), anonymity (authentication of the user without
revealing his identity), the ability to audit, built-in
protection against attacks, and fault tolerance.

1 An example of NFT is digital art. Beeple’s digital work,
5000 days, was sold at auction for 69 million dollars; see
https://www.heverge.com/2021/3/11/22325054/beeple-christies-
nft-sale-cost-everydays-69-million.
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Summarizing the above description of the features
of decentralized business, we can conclude that the
support of decentralization based on peer-to-peer
interactions of objects in a p2p-communication envi-
ronment determines the essence of the requirements
put forward by them in relation to AI.

The concept of Web3 [24]. This concept aims to
develop the World Wide Web toward decentralizing
content storage. Due to this concept, IT giants such as
Google, Amazon, and Apple will lose their monopoly
on the storage of content and control over it. The
owner of the content in Web3 stores it on his own side,
and therefore this content is protected from external
blocking. This increases the level of trust in content
and its security, makes less vulnerable the transfer of
digital businesses such as DeFi to the Internet envi-
ronment, and expands the opportunities of the digital
economy based on tokens as digital assets. It is com-
monly said that Web3 is a transition from human texts
to texts for computers that can analyze them, make
conclusions, use them in the interests of machine
learning, etc. Obviously, in the concept of Web3, the
term decentralization is also key in terms of the
required properties of IT and AI technologies.

Metaverse. This project expands the concept of
cyberspace, adding to it digital twins of the compo-
nents and aspects of the physical world and the inter-
action between them. This leads to the creation of a
virtual world parallel to the physical world [25]. Judg-
ing by the stated goals, the project is preparing a digital
explosion of cyberspace. Its predecessors are virtual
environments such as social networks, video confer-
ences, augmented reality systems, etc.

In the metaverse, the people of the physical world
interact with each other and with this environment
through their intermediaries—digital avatars [25]. The
creation and development of the application of the
metaverse takes place in three stages:

− creating digital twins in a virtual environment;
− the settlement of its “digital aborigines” and the

development of digital twins with their participation;
− parallel coexistence, interaction, and mutual

enrichment of both worlds and their practical use [25].
According to this scheme, some set of digital twins

are first created for a number of aspects of the real
world. At this stage, they are called “shadows” of
aspects of reality in the virtual world. Further, real-
world humans, through their avatar digital aborigines,
create connected ecosystems, encompassing such
aspects of the physical world as science, culture, eco-
nomics, laws, and social norms. They are created by
analogy with the same ecosystems of the physical
world. At the beginning of the development of the
metaverse, the digital twins are loosely coupled with
similar physical worlds, but over time, digital aborigi-
nes establish connections within the ecosystems of the
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virtual world and their connections with similar com-
ponents of the physical world, thus gradually forming
a virtual world and a single physical-virtual world with
the metaverse as its part.

The worlds interact with data. Data of the physical
environment from sensors, from social networks,
media, etc., are fed to the input of digital twins, chang-
ing their states and initiating dynamic processes. This
data can be used for a variety of purposes, including
machine learning. Digital twins can generate model
data about the real world, which can replenish infor-
mation about the real world, creating a more complete
picture of it in this way. This allows us to more accu-
rately solve the problems of predicting events, facts,
and processes of the real world.

Analyzing the requirements for AI technologies
necessary to create and use the metaverse, we can con-
clude that they combine the requirements of other
concepts from the list above, and even these concepts
themselves.

2. MULTI-AGENT TECHNOLOGIES
AND SELF-ORGANIZATION:

GENERAL INFORMATION

The analysis of the requirements for the directions
of development of AI from the side of next generation
of IT applications, the composition of which can be
imagined according to the content of the previous
section, is advisable to carry out, supported by at
least minimal assumptions about the properties of
these applications, for example, about architecture.
As noted in the introduction, the new most popular
and important classes of IT applications are usually
network structures of dynamic topology with a large
number of nodes and links of various semantics.
These networks are characterized by the fact that
their different nodes possess different information
and are able to solve different problems; they inten-
sively interact with each other and the external envi-
ronment in solving various problems, many of which
are solved jointly by groups of nodes. In the architec-
tures of their software implementation, network
nodes are usually put in line with the objects of the
application, for example, unmanned aerial vehicles,
robots in collective robotics, satellites in the space-
based surveillance system, etc.

For such systems, the most suitable architecture
and development technology is the architecture and
technology of the autonomous agent and MAS. This is
due to the fact that the concept of an agent on default
assumes autonomy and the ability for proactive behav-
ior as its basic properties. Autonomy and proactivity
together make it possible to formalize the complex
behavior of many autonomous, possibly mobile net-
work objects, which depends not only on the current
inputs of each object but also on the prehistory of the
state of the external environment and on the behavior
ION AND IMAGE ANALYSIS  Vol. 33  No. 3  2023
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of other objects of the system and their neighbors on
the network. For example, a proactive agent can gen-
erate messages even if there are no input events, e.g.
due to a timeout exceeding. Another important prop-
erty of the agent, essential for the implementation of
networked systems comprising many objects, is its
interactivity. Interactivity is defined as the ability of
agents to exert particular influence on each other, and
it is in this sense that the network of MAS agents is
called “weakly-coupled.” As a side effect of agents’
autonomy and interactivity, their ability to  solve com-
plex problems throgh cooperative coordinated behav-
ior emerges [12].

From this brief listing of agent properties, it follows
that the agent model for network node individual
behavior specification and the MAS model for speci-
fication of networked object behavior as a whole are
generally well suited for IT applications of the class in
question. In addition, another convincing argument in
favor of such a choice is that the behavior of the proac-
tive agent is usually specified by the finite-state
machine, and the network of such interacting agents is
conveniently modeled by a network of such interacting
finite-state machines.

In the described architecture, a software agent rep-
resenting a particular stand-alone application object,
on the one hand, controls the internal behavior of the
software and/or hardware components of “its” own
network node in various use cases. On the other hand,
this software agent is a representative of “its node” in
a network of software agents, where its function is to
interact with agents of other nodes of the network by
exchanging messages to coordinate the behavior of “its
own node” in the joint solution of some common task.

Large-scale network structure systems with a
decentralized storage and computing architecture typ-
ically allow only the interaction of “neighboring”
nodes of the network (agents representing these nodes
in the network software environment), for example, in
resource planning and group control, regardless of
whether the “neighborhood” is determined by the
structure of physical communication channels
between them or, for example, overlay network in the
case of a software-defined network. The individual
node of the network (the agent representing it) may
not know at all about nodes (agents) that are not its
neighbors. Therefore, all calculations in such networks
are performed on the basis of local interactions and
self-organization principles.

Self-organization is defined as a dynamic process of
a system, implemented in it without external interfer-
ence on the basis of local interactions of its objects,
which leads to the emergence and maintenance of a
structure on a set of its objects [17, 33]. Self-organiz-
ing systems also have a number of specific properties,
which include autonomy, global order arising owing to
local interactions, emergent behavior, possible insta-
bility that occurs without external inf luences, sensi-
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tivity to initial states and small variations of parame-
ters with a jump change of state, multiplicity of stable
states (attractors), adaptability as the ability to
change behavior and structure when changing local
inputs, and the potential complexity of the behavior
of simple network objects as a consequence of their
large number.

Most of the developed prototypes of self-organiz-
ing systems are implemented in the MAS architecture,
and this is not accidental. Indeed, the basic require-
ments for the software implementation of such a sys-
tem are that its components must be autonomous (be
able to control their own behavior aimed at achieving
their local goals without external intervention). They
should be able to perceive the external world and
locally effect it, be able to interact with their neighbors
(on the network, in space, etc.), maintain the emer-
gent structure of the system, and have the means to
control their behavior. Until now, the MAS has been
and remains the alternativeless architecture for the
software implementation of self-organizing systems.
Moreover, at present, the development of principles
and models of self-organization takes place within the
framework of research and development in the field of
MAS [11, 17].

3. DECENTRALIZATION
AND SELF-ORGANIZATION OF AI SYSTEMS. 

LEVEL OF MODERN ACHIEVEMENTS

In studies on the designated topic, two waves of
activity can be distinguished. The first of these covers
the period from about the mid-1980-ies to the end of
the 1990s. During this period, the main themes of
these research and active development, which were
funded by DARPA (USA), were the problems of group
control of teams of autonomous agents performing a
common mission. The second wave dates back to
2002–2010, and its main focus was on two key prob-
lems of decentralized AI, namely, decentralized
machine learning and the problems of creating p2p-
infrastructures to support the p2p-interaction of
autonomous network agents in a p2p-communication
environment. Around 2000, active research and devel-
opment began in the field of self-organization as the
basic principle of adaptive control in large-scale appli-
cations of the network structure. Active research in
this area continued until about 2015. It can be argued
that four of these problems (group control, decentral-
ized machine learning, p2p-communication net-
works, and self-organization) at different times were
the focus of research related to decentralized AI. Other
relevant problems are more specific and the results
obtained in them are not analyzed here. Let us take a
look at the main results so far on the four issues men-
tioned.
ol. 33  No. 3  2023
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In the field of group control (teamwork), by the
mid-1990s, several theories were proposed, but only
two of them laid the theoretical basis for subsequent
and modern models and software tools in this field.
Pioneering was the work [9], in which the Joint Inten-
tions Theory was proposed. It formulates the basic
concepts and general framework that define the group
behavior of agents and the characteristics of their
interaction in this behavior, as well as the principles of
information exchange that can support their situa-
tional awareness necessary for decentralized coordi-
nation of their individual behavior in order to achieve
the group goal. Apparently, the most important and
practically very useful result of this theory is the proto-
col of interaction of members of the team of agents,
called the joint intentions protocol [22]. It is used by
team agents to agree on their commitments and group
conventions and to solve common issues of distributed
coordination of their behavior in an autonomous mis-
sion without outside intervention.

Another theory, known as the Shared Plans Theory,
is constructed a little differently [21]. Its basic con-
cepts are the group plan and the individual mental
concepts of autonomous agents. This group plan, in
addition to the set of actions of individual agents of the
group, which agreed with the set of conditions (time,
place, resources, etc.), contains infrastructure compo-
nents of the model, which convert the set of distrib-
uted agents into a single team. Both theories have a
strict mathematical justification, but so far their soft-
ware implementations are limited to software develop-
ment at the level of simple prototypes.

In subsequent developments, different authors
used different combinations of individual ideas of both
theories for their models. The two most well-known
are STEM [31] and RETSINA [29]. To support the
software implementation of the STEM model, the
Teamcore environment was developed [30, 31]. In it,
the architecture of the software agent that manages the
behavior of the agent is divided into two parts. One of
them is subject domain-dependent, and the other is
subject domain-independent. The domain-indepen-
dent part of the agent is called a teamcore agent. It plays
the role of “wrapper” for its domain-dependent part.
The wrapper is responsible for the external behavior of
the agent and provides it with the capability to work in
teams. Note that this productive idea was later devel-
oped in different works.

The RETSINA model [29] has an architecture that
exploits mainly the Shared Plan Theory. In its soft-
ware architecture, an agent is allocated, which is called
a cooperative interface agent. It actually implements the
centralization of group control. In an autonomous
mission, this solution can be critical, for example,
when an object on which an agent with the interface
agent role is installed fails. Both models and their sup-
porting toolkits have long been regarded as world lead-
ers in group control theory and models. But despite
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their significant multiyear financial support from
DARPA and unambiguous focus on military applica-
tions, both developments were closed by the early
2000s because the models proposed in them proved
unsuitable for practice due to enormous computa-
tional complexity, since both were specified based on
predicate calculus, extended by modal and temporal
operators.

For the subsequent period until about 2010, there
was a certain stagnation in the development of the the-
ory and models of group control and its applications,
which is clearly noted in [14]. During this period,
researchers tried to adapt the theoretical models
described above to practical needs. Among the fortu-
nate models of this period is the BITE model pro-
posed in [23]. In it, the individual behavior of team
agents and group control are modeled by three struc-
tures. The first is the hierarchical structure of the tasks
of the team of agents (a structured plan of their
actions). The second describes the structure of the
agents and their subgroups, which are assigned to the
individual mission tasks described in the first struc-
ture. The third structure explicitly describes the com-
munications and interactions of agents in the process
of distributed coordination of agent behavior. This
model significantly simplifies the classical models [9,
21], in which the scenario model is not specified
explicitly before the start of the execution of the team’s
mission, but must be output dynamically. But, never-
theless, the BITE model also has a big drawback. The
authors note that the essence of the group control
automation process is to provide automatic control of
distributed scenario execution according to some stan-
dard protocol. They note that this goal in the BITE
model has not been achieved, although even more is
required to ensure self-organization of group control.
This issue has been resolved in a later work [14].

The period from 2002 to 2020 is characterized by
active research in the field of decentralized AI in clus-
ter analysis tasks and in decentralized machine learn-
ing tasks, although in fairness it is worth noting that in
the United States decentralized machine learning
based on a set of distributed data was started in the
early 1990s. For example, interesting theoretical
results brought to practical use were obtained in the
works [8, 28]. The authors of these works already then
solved the problem of decentralized learning to detect
false transactions in a group of US banks, which did
not agree to provide their data to machine learning
specialists, but agreed that training would be con-
ducted by distributed team of agents using local data of
each bank separately (in a decentralized version) with
the subsequent use of a common set of rules for detect-
ing false transactions based on local data and on meta-
data. The method that was developed by the authors of
these works was successful and was used already then
in practice.
ION AND IMAGE ANALYSIS  Vol. 33  No. 3  2023
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In the period (2002–2006), an innovative project
of the European FP6-IST program was carried out
under the name “KD-Ubiq: A Blueprint for Ubiquitous
Knowledge Discovery Systems.” This project explored
the difficult problem of decentralized data mining and
machine learning algorithms with an emphasis on pre-
serving the confidentiality and privacy of data. The
results of this project were published quite fully in the
book [26]. Some results, which still retain their great
relevance and practical significance, are published in
[10, 32]. In particular, these works proposed protocols
for decentralized calculation of mathematical expec-
tation, as well as an approximate algorithm for decen-
tralized clustering, built on the basis of the K-means
clustering method. In both protocols, each agent
receives meta-information only from its network
neighbors.

It is also worth paying attention to the active devel-
opment of decentralized machine learning methods
and models at that time, which were focused on the
use of agents and MASs technology of decentralized
machine learning. This direction was called Agent
Mining [2, 7]. In [6, 27], there is a review that describes
the problems of this direction, as well as the most
interesting decentralized machine learning algorithms
developed by that time.

Work on creating a p2p-platform to maintain the
interaction and communication of autonomous dis-
tributed entities (agents) without centralized yellow
pages was initiated in 2004 by the FIPA working
group2 [13], and already in 2007, the first software
implementation of such a platform was published in
accordance with the reference model of FIPA [20]. On
its basis, during this period, several fairly indicative
fully decentralized AI applications were developed
([17, 19], etc.).

As for self-organization, the fourth important
direction of research in the field of decentralized AI,
the current state of research in this field is covered in
detail in the works [17, 18, 33]. This direction has
been studied quite deeply and there are many practi-
cal developments in this area in the period until
about 2010. Currently, this topic is not so popular in
theoretical studies. However, there is still a great field
and a great potential for its development in this direc-
tion, and some aspects of this type are discussed in
the next section.

Thus, it can be argued that to date, the results
obtained in the field of decentralized AI relatively fully
cover its main scientific areas and are quite mature.
However, these results are mainly from the period up
to 2010 and they meet the requirements of the applica-
tions of that time. By now, classes of IT applications in
which AI technologies could lead to fundamentally

2 FIPA—Foundation for Intelligent Physical Agents,
http://www.fipa.org/.
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new properties of next generation applications have
been significantly tightened, in particular, with regard
to their scalability, fault tolerance, and computational
complexity, as well as trust in the results obtained.

4. TOPICAL PROBLEMS 
OF DECENTRALIZED AI

It should be noted that the main results in the field
of decentralized AI, despite the sufficient theoretical
maturity, currently cannot be directly used in applica-
tions of the new generation, since the latter impose
different requirements on the development than those
that were characteristic of applications ten years ago.
First of all, these requirements relate to the scale of
applications—modern and promising applications are
much larger in scale than those that were focused on
the development period (1990–2020). This applies to
all four issues discussed in the previous section. As a
result of the large scale of modern applications, prob-
lems associated with ensuring application computa-
tional efficiency, robustness, security, and a number of
others mentioned below are exacerbated.

A noticeable increase in the scale of applications
leads, first of all, to a worsening the robustness of cal-
culations performed in a decentralized architecture.
This problem is not yet given its due, although it is a
critical issue in conventional distributed computing, in
the computing of statistics, and in decentralized
machine learning algorithms. In a new way, the scale
of systems affects the use of supercomputers. For
example, the well-known parallel computing technol-
ogies implemented in the Hadoop ecosystem are not
suitable for use in the supercomputers, which are able
to realize their capabilities only if all the data is in
RAM, when there is almost no need to exchange data
with external memory. For these reasons, many
decentralized computing algorithms in next-genera-
tion applications require either modification or com-
plete renovation.

Decentralization also brings its own problems,
among which the security of distributed components
and data trasmission channels is a priority. New tech-
nologies always bring new problems and the problem
of security of decentralized systems is one of such new
problems.

New challenges for IT applications include the
development of new infrastructure and tools. For now,
in the current implementation of IT applications, the
share of decentralized AI is very small. And the rea-
sons for this lie, first of all, in the fact that decentral-
ized AI technologies are not yet ready for use at the
industrial level. The list of priority developments in
this area is as follows.

1. Development of new robust algorithms, mature
technologies, and scalable software tools for the
implementation of the concept of p2p-interactions of
autonomous objects in networks with dynamic con-
ol. 33  No. 3  2023
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nectivity and intensive message passing with large vol-
umes of transmitted information. These tools must
provide reliable communications with the temporary
loss of availability of individual addressees without loss
of addressable information. The creation of new
industrial-level platforms to support p2p-communi-
cations and dynamic routing in large-scale networks
and variable topology is one of the important tasks of
decentralized AI in the near future.

2. Development of known and creation of new
robust algorithms, technologies, and software tools to
support decentralized processes of data mining and
machine learning operating, in partiacular, in real
time. In mobile networks with limited computing and
communication resources, this will significantly
reduce the burden on communication channels and
accelerate learning processes. To solve the described
problems, there is already a necessary theoretical
basis, experimental software developments have been
created, but computationally efficient robust indus-
trial-level tools for this purpose have yet to be created.

3. Creation of scalable algorithms and technologies
to support applied p2p-services, as well as ecosystems
of such services, including, for example, decentralized
planning services, p2p-services of distributed coordi-
nation of group behavior of objects solving a common
problem, and other services of an applied nature.

4. A complicated and important complex of prob-
lems of decentralized AI will have to be solved in rela-
tion to the tasks of group control. This is a new field of
research and development, in which the theoretical
basis is based on the protocols, i.e., decentralized
(p2p-) algorithms of external behavior of groups of
agents in various use cases. A decentralized algorithm
is a protocol of interaction of distributed objects,
which allows them to coordinate their individual
behavior within the framework of the scenario of
group behavior of agents intended to solve a common
problem. Essentially, these are consensus protocols,
leader selection protocols, contract network protocol,
auction protocols, a protocol of joint intention, proto-
cols of information exchange in order to maintain sit-
uational awareness of teammates in group behavior,
and other protocols of decentralized computing, such
as decentralized algorithms for data mining and
machine learning—all of them can and should become
components of libraries of standard algorithms for
decentralized computing and group control of net-
works of autonomous objects represented in the soft-
ware environment by their agents.

5. Algorithms and technologies of self-organiza-
tion that work in a broader context, up to the global
one. Decentralized AI algorithms form the basis of
self-organization. However, the modern concept of
self-organizing algorithms involves the use of only
local information, i.e., information that an agent can
obtain from its neighbors, and its use in local optimi-
zation processes. However, there are a number of the-
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oretical proposals, as well as specific developments,
that allow for the construction of self-organizing sys-
tems of decentralized architecture with the involve-
ment of a wider and even global context. Examples are
self-organization systems using digital fields [4], as
well as self-organization models using the concept of
amorphous computing [1].

These and other approaches for the formation of a
global context based on local information are united
by the concept of active data and knowledge bases. By
definition, a data and knowledge base is called an
active database if it can perform not only the actions
that the user explicitly specifies. They can perform
other actions of a proactive nature in accordance with
the rules (knowledge) embedded in the data model.
Typically, the activity of the data and knowledge
model is used to control and maintain its consistency
and integrity. In some cases, the active knowledge
model includes the calculation of some attributes. If
the values of these attributes fall within a predeter-
mined range, this fact triggers proactive behavior of
the system. A typical example of such proactivity in a
distributed system is a timeout, which controls the
correctness of the system processes in time and gener-
ates certain control actions in case of violation of
thresholds specified by timeouts.

The concept of active knowledge is very useful in
self-organizing systems. Expanding the locally avail-
able context about the states of network objects to
make decision based on active knowledge is one of the
options for increasing the autonomy and situational
awareness of distributed decentralized systems. We
demonstrate the ability of active knowledge to expand
the local context of decision-making mechanisms of
self-organization by example.

Example: Dynamic routing in a network with
dynamic topology. We consider the concept of amor-
phous computing proposed at MIT in 2000 [1]. It is
based on a model of self-organization borrowed from
morphogenesis. This model considers a vector model
of the morphogen, in which each coordinate can be
used to control a particular process, property, etc.

The amorphous computing model considers a
large number of equally programmed simple devices
that are distributed on the surface or in some volume
randomly. Each device can perceive the external envi-
ronment and effect on it. It is believed that the devices
have very limited resources and perceive a very limited
amount of local information, and they can also fail. It
is also assumed that each device has its own execution
thread and is capable of generating random numbers.
Each device has an internal state depending on its pre-
vious actions. Devices can exchange messages over a
communication channel with a short range of reach.
Network devices initially know nothing about the
topology of the communication network; the network
does not have a centralized source of information,
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global time, and beacons for binding to coordinates.
The communication environment supports the propa-
gation of the digital field of each device, which is
defined by a spatially dependent data structure called
a digital field [4].

It turns out that such a fairly simple computing
model can be used to build very effective mechanisms
of self-organization by spreading part of the global
context across the network. For example, let some
source device can send its name and “morphogen” to
neighbors—a number equal to zero. After receiving
such a message, each neighbor sends it to its neigh-
bors, adding 1 to the value of the morphogen with the
name of its source. This process continues until all
nodes in the communication network are reached.

Each device can store the minimum value of this
morphogen. If necessary, the device can use it as the
value of the shortest path to the source node, if the
path length is measured in terms of hops on it. Further,
each node can determine the “local orientation” of the
node, i.e., the direction to or from the source, request-
ing the value of the morphogen of this node from
neighbors. The direction to the source is determined
by the node (or nodes) in which the target node mor-
phogen value is minimal. Similarly, the direction from
the source corresponds to the direction of nodes with
a value of the morphogen one more than its own value.

If network agents are used as digital field sources,
the agent of any network node can obtain information
about the “local orientation” of the network node to
the source by polling neighboring nodes. If the source
is the addressee of the message that a node must send,
then as a result of this survey it can dynamically deter-
mine the first hop of the route of transmission of the
message to its addressee. Next, subsequent nodes on
the path from source to destination can do this. As a
result, the desired route of transmission of the message
will be formed automatically in a decentralized style
using an amorphous computing model.

This example shows the important role of active
knowledge in solving the problem of addressing mes-
sages in systems with mobile objects and limited com-
munication range. Note that, in this case, the local
context of the network node is expanded owing to a
digital field that delivers distributed information about
the global connectivity of the communication network
to each node.

Thus, the use of active knowledge in distributed
systems with self-organization allows one to get more
effective self-organizing systems by “delivering” infor-
mation about the global context to local decision-
making nodes. Therefore, the use of active knowledge
should be considered as one of the important future
principles of building decentralized AI systems.
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New challenges for IT applications, as well as new
requirements and new opportunities for decentralized
AI, are a natural development process. At this stage,
the issues and tasks summarized in this section are
considered as the key ones.

CONCLUSIONS

The large scale, high level of complexity, and dis-
tributed nature of the new generation of IT applica-
tions and the tasks that they must solve, as a rule, in
real time and in uncertainty conditions is a modern
reality. Complex next-generation IT applications are
networks of mobile objects operating in a wireless
communications environment. These objects, owing
to the combination of their resources and intensive
interaction, are able to solve the most complex prob-
lems even with limited computing resources. For
modern AI, this situation is new, and it presents new
requirements that cannot be addressed without revis-
ing previously accepted control paradigms and
approaches and without tightening various indicators
of the quality of the system.

Analysis of modern trends in the field of advanced
concepts and projects under development shows the
growing role of AI, primarily decentralized AI.

The paper analyzes the advanced concepts of
building new generation IT applications and specific
developments and provides a brief analysis of modern
achievements in the field of decentralized AI and self-
organization, which are theoretically able to support
the practical implementation of such applications.
However, these developments are not yet ready for use
at the industrial level, taking into account new realities
and requirements for them from modern applications.
The basic guidelines for the development of AI in this
context can be characterized by such key areas of
development as the following:

− decentralized computing in dynamic networks
based on algorithms of p2p-interactions;

− dynamic p2p-communication networks and
environments;

− group behavior modeling and protocol-based
group control;

− libraries of application protocols for interaction
of agents in different tasks and in cases of use and eco-
systems that support the operation of objects in accor-
dance with these protocols;

− large-scale robust computationally efficient
algorithms for decentralized computing in p2p-net-
works;

− new decentralized algorithms, technologies, and
software tools to support data mining and machine
learning processes;
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− scalable algorithms and technologies to support
applied p2p-services, as well as ecosystems of such ser-
vices;

− self-organization in a global context.
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