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Abstract—This paper investigates an iterative information-theoretical method for segmentation of digital
images. A system that includes a segmentation algorithm with a parameter that determines the number of
image segments and a procedure for setting the value of this parameter that minimizes the information redun-
dancy measure is considered. A new simplified mathematical model is proposed to analyze the properties of
this system. It is shown that there exists a minimum of the redundancy measure for the proposed model. The
adequacy of the model is confirmed experimentally. The computational experiment carried out on images
from the Berkeley Segmentation Dataset (BSDS500) shows that a segmented image corresponding to the
minimum redundancy measure has the highest informational similarity to ground truth segmentations avail-
able in BSDS500. We compared the image segmentation results provided by the EDISON system using the
minimum information redundancy criterion and entropy criterion. The advantage of the minimum redun-
dancy criterion is demonstrated.
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INTRODUCTION
Image segmentation consists in partitioning a digi-

tal image, represented as a region, into a set of non-
overlapping connected subregions (segments) the ele-
ments of which are similar with respect to some char-
acteristic and differ from the elements of adjacent
regions [14, 15]. In this case, the problem of choosing
parameters of image segmentation algorithms arises.
These parameters are set to obtain the best image par-
tition. The quality of the partition can be evaluated by
an expert (visual estimation) or based on a quantitative
index.

Survey [33] provides a rather complete classifica-
tion of methods for evaluating image segmentation
quality. Supervised and unsupervised methods can be
distinguished as the main groups of these methods. A
separate group includes methods that use classifiers
trained on certain sets of features extracted from input
images; these classifiers are capable of predicting
image segmentation results.

With supervised methods, the segmentation result is
usually compared with an image segmented by a spe-
cialist and taken as a ground truth segmentation [2].
There can be several ground truth segmentations pro-
vided by different experts. The quality of image seg-
mentation can be characterized by various measures
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that describe edge detection error, consistency of seg-
ments, overlap of segments (Szymkiewicz–Simpson
coefficient), etc. In [2, 20], the precision and recall
measures were used to compare segment boundaries.
In [19], Martin et al. proposed global and local consis-
tency errors as measures for comparing segments in
the output and ground truth segmentations. Other
measures for evaluating segmentation quality were dis-
cussed in [6, 33]. If the image segmentation operation
is considered as a process of pixel clustering, then set-
theoretical, statistical, and information-theoretical
measures [33] are used to compare data clustering
results. The most popular measures are the Chi-square,
the Rand index [26] and its modifications [31], the Jac-
card index [33], the Fowlkes–Mallows measure [10],
mutual information and normalized mutual informa-
tion [30], and variation of information [21]. These
measures allow one to compare different variants of
image segmentation.

Based on similarity/dissimilarity measures, a num-
ber of automated image segmentation methods were
developed. In [7, 18], empirical quality functionals
were proposed that take into account the number of
image segments and variation of color characteristics
within the segments of output images.

In [27], a two-step algorithm for segmentation of
MR and CT images was proposed; it represents the
image segmentation process by using models of direct
and reversed information channels. At the first step,
the image is structured into quasi-homogeneous
regions, based on the condition of maximum mutual
information between the input image and the resulting
partition. At the second step, the intensity levels of the
645. © Pleiades Publishing, Ltd., 2021.
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input image histogram are clustered based on the min-
imum loss of mutual information between the cluster-
ing result and the partition obtained at the first step.
Since the dependences of the mutual information at
the input and output of the direct and reversed chan-
nels do not have extreme properties, the authors used
additional conditions to obtain the best segmentation
result (the number of segments, the probability of
error, and the ratio between the mutual information
values of the reversed and direct channels).

In [32], an information-theoretic method for eval-
uation of image segmentation results was developed.
The entropy-based quality measure takes into account
the heterogeneity of pixel characteristics within seg-
ments and the complexity of partitioning the image
into segments. According to the authors, the best
image segmentation results correspond to the local
minima of the entropy-based measure. This measure
allows one to compare the qualities of different seg-
mentations obtained with the same algorithm at dif-
ferent parameter values, as well as compare the results
provided by different algorithms.

A heuristic method based on the iterative application
of the mean shift algorithm [8] was described in [29]. As
a criterion for selecting the best partition, the relative
rate of decrease in the entropy of the image obtained at
the filtering stage between iterations of the mean shift
algorithm with different parameter values is used. The
threshold value for this criterion is chosen empirically.
A disadvantage of this method is the lack of universal-
ity as it is oriented to a particular image segmentation
algorithm.

An alternative approach is based on fusion of seg-
mented images, rather than on finding an image parti-
tion that optimizes a quality measure selected. In [22],
an iterative method was proposed that fuses a set of
coarsely segmented images obtained in different color
spaces for different values of parameters of a clustering
algorithm. This idea was successfully implemented to
fuse ensembles of data partitions obtained by cluster-
ing [12, 30]. For evaluation of image segmentation
quality, the criterion that characterizes the mean vari-
ation of information between a fused image and each
coarse segmentation was used. In [16], a generaliza-
tion of the method [22] was proposed. The problem of
fusing coarsely segmented images is solved as a multi-
criterion optimization problem. To evaluate the result
of image segment fusion, the minimum mean varia-
tion of information is computed; to evaluate the accu-
racy of segment boundaries, the F-measure is used.
The multicriterion approach improves segmentation
of images from the Berkeley Segmentation Dataset
(BSDS500) as compared to the single-criteria
method.

The group of methods considered above consists
mainly of heuristic methods, which provide good
results on test sets of images.
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A number of publications were devoted to auto-
matic image segmentation based on classifiers, which
are used to predict quality of image segmentation. In
[17], a method for segmentation error evaluation based
on a regression algorithm was proposed. The method
consists of the following stages: computing the fea-
tures that characterize the image segmentation result
and training the regression algorithm on a set of
images with available ground truth segmentations to
predict the error. The method can be used to set the
parameters of the image segmentation algorithm or
select the best result when analyzing the input image
by several segmentation algorithms running in paral-
lel. In [13], when setting the parameters of the algo-
rithm, the similarity between the segmentation result
and the original image was estimated. As a similarity
measure, the weighted uncertainty index was used; it is
computed based on values of normalized mutual
information for the corresponding color channels of
the input and segmented images [11]. Based on expert
estimates of segmentation results for the series of
images, obtained at different parameter values on the
coordinate plane by using the classifier, regions of
undersegmentation, oversegmentation, and optimal
segmentation were identified. In the process of image
segmentation, the parameter of the algorithm at each
point of the processed image is set using an iterative
procedure based on the graph-cut algorithm [9]. In
recent years, methods for predicting the quality of
image segmentation based on deep neural networks
have appeared [28]. In this case, the Dice similarity
coefficient is used as a measure.

The disadvantages of the classifier-based approach
are the subjectivity of expert estimates and the fact that
the trained algorithm provides acceptable results only
for those classes of images that were used in the pro-
cess of training.

In [4], an information-theoretical model of the
human visual system was proposed. The model is
based on Barlow’s hypothesis [5] about minimization
of information redundancy at the initial stages of sig-
nal processing in the human visual system. It was
assumed that, at the initial stages of visual perception,
the redundancy of the information coming from the
retina through the optic nerve is reduced. In [24, 25],
using the principle of redundancy minimization [4, 5],
the criterion based on the minimum of the informa-
tion redundancy measure was used to find the best
image partition in a set of partitions obtained at differ-
ent values of the segmentation parameter. This paper
investigates this criterion of image segmentation qual-
ity. To analyze the properties of the criterion, a simpli-
fied mathematical model of the image segmentation
process is proposed. It is shown that there exists a min-
imum of the redundancy measure for the proposed
model. To confirm the validity of the proposed model,
a computational experiment is carried out on images
from BSDS500 [2]. The results of image segmentation
ol. 31  No. 4  2021
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based on the criterion of minimum redundancy and
the entropy criterion described in [29] are compared.

1. MODEL OF THE IMAGE 
SEGMENTATION SYSTEM

To investigate the properties of the image segmen-
tation system, it is required to construct its mathemat-
ical model. In this section, we propose and analyze a
simplified information model that is not oriented to
any particular segmentation algorithm.

1.1. Image Segmentation Problem

The image segmentation operation can be repre-
sented by the following model [24]:

(1)

where  is the input image,  is
the segmented image,  is the operator that describes
the segmentation algorithm, and  is the segmen-
tation parameter. The image segmentation problem
can be formulated as follows. Given input image ,
segmentation algorithm (1) yields a set  of images

 for different values of param-
eter . It is required to select image  that mini-
mizes measure :

(2)

In the next section, we use the information criterion
of image segmentation quality proposed in [24, 25].

1.2. Information Criterion 
of Image Segmentation Quality

In [4], the criterion of minimum information
redundancy was used as a basis for the information-
theoretical model of the human visual system. In [24],
the criterion of minimum information redundancy
was implemented in an image segmentation algo-
rithm. To apply the information-theoretical approach,
a probabilistic model of the relationship between the
original and segmented images is required.

For simplicity, we consider the process of grayscale
image segmentation. Suppose that the original and
segmented images are the input and output of the sto-
chastic information system. The gray levels of the
images are described by discrete random variables 
and  with values  and . Variable  has  gray lev-
els, while  can have  gray levels.

The image segmentation operation is represented
by the following information channel model, which is
similar to the model used in [23]:

(3)
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where  is the signal at the input of the channel,  is
the output of the channel,  is a transformation func-
tion, and  is channel noise. Variables  and  are
assumed to be independent.

We use the redundancy measure [4] as a measure of
image segmentation quality:

(4)

where  is mutual information and  is chan-
nel capacity. Suppose that , where 
is the entropy of the output. Then, taking into account
that  =  – , expression (4) takes
the following form:

(5)

where  is the conditional entropy of the chan-
nel output given input . The criterion of image seg-
mentation quality is the minimum channel redun-
dancy.

In the following section, we propose a simplified
qualitative model of grayscale image segmentation and
show that this model provides the minimum of the
redundancy measure.

1.3. Information Model of Image Segmentation
To investigate the qualitative properties of the

redundancy measure, we need to construct a model of
joint two-dimensional discrete distribution of gray
levels for the input and output of the segmentation sys-
tem. This model allows us to analyze the dynamics of
information measures (entropies) that characterize the
process of image segmentation.

To construct the qualitative model, it is required to
consider the dynamics of the joint two-dimensional
discrete distribution of gray levels for the input and
output of the segmentation system depending on the
number of segments  in image . Suppose that gray-
scale image  shown in Fig. 1a is input to the image
segmentation algorithm. Figures 1b–1d show two-
dimensional discrete distributions for three values of

 and number of grayscale levels  in image .
The figures illustrate the distributions of gray tones in
the image segments. Each segment has a significant
number of pixels of the dominant gray level, which
form the peaks of the distribution, and some pixels
with other gray levels. When the number of image seg-
ments is large, the distribution of gray levels within
segments has sharp peaks. With enlargement of the
segments and reduction in their number, the peaks are
smoothed out (see Fig. 1).

Suppose that the joint distribution of gray levels for
images  and  can be represented by  components
corresponding to segments of image . For simplicity,
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Fig. 1. Joint discrete distribution of gray levels for the input and output of the image segmentation system at three different values
of  (number of image segments): (a) grayscale version of the input image (35010.jpg). Joint discrete distribution of gray levels
for  and  at K = (b) 32, (c) 57, and (d) 75.

8

1

1

0.01

0.0001

0.000001

1

1

0.01

0.0001

0.000001

15

13

25

37

49
1

7

1

1

0.01

0.0001

0.000001
14

27

40

53

66

1

9

22

29
1

9

(a) (b)

(c) (d)

K
U V
we assume that all components are of the same type
and consist of  elements that correspond to the fre-
quency of occurrence of pixels with gray level l in the
kth segment of . Each of the components has a peak
corresponding to the dominant gray level.

Suppose that the components have different domi-
nant gray levels. Suppose also that  = P if

. The relationship between the probabilities of
gray levels  in the components is determined by coef-
ficient , . For instance, in the segment of V
encoded by level , we have

(6)

where  depends on the number of segments
in image . The model of the two-dimensional dis-
crete distribution described above is shown in Fig. 2.
For this model, the following relations hold:  =

 and  = 1,
which imply that . Then, taking
into account model (6) of the joint discrete distribu-
tion of gray levels for the input and output of the image
segmentation system, we express the entropies
included in formula (5) as follows:

(7)

(8)

(9)
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where , , and  are quantities that correspond to
image .
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Fig. 2. Model of the joint discrete distribution of gray levels
for the input and output images (  and ).
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By substituting expressions (7)–(10) into (5), we obtain

(11)

It should be noted that, with decreasing number of

segments  in image V, the distribution (see Fig. 1)

changes. In the model shown in Fig. 2, this transfor-

mation of the distribution corresponds to an increase

in coefficient . This dependence can be represented

by a monotonic function:

(12)

where , , , and  are parameters (  and

). The behavior of dependence  for dif-

ferent values of parameter  is shown in Fig. 3.

Let us show that redundancy measure  defined by

expressions (11), (7)–(10), and (12) has a minimum.

Variable  takes values from a set of integers. To ana-

lyze function , in formulas (7)–(12) we replace integer

variable  with real variable . For simplicity, we

assume that  in expression (11) is a natural loga-

rithm. Then, derivative  has the following form:

(13)

Let us introduce the following designations:

(14)

We consider the behavior of function  when

changing  and, therefore, . Suppose that ;

then,  =  = . For ,

, . Function  described by

expression (12) decreases with increasing  (see Fig. 3).

For small  and , the derivative of the redun-

dancy is close to zero, .

Suppose that  and .
Expression (13) implies
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Inequality  holds if

or

(15)

Let us strengthen condition (15):

In this case, inequality  holds if

(16)

For instance, at , , and ,
condition (16) and, therefore, condition (15) hold if

; at , condition (16) holds if .

Suppose that  and . Assume also

that . Let us find conditions under which

. Based on the assumptions made above, (13)

and (14) imply

(17)

For  to hold, the following inequality

must hold:

(18)

Let us find the relationship of parameters of the
model (6)–(12) in such a way that inequality (18)
holds.

Let us strengthen inequality (18):

By transformation, we obtain
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which leads to the condition

(20)

For instance, at , , and ,

condition (18) holds if ; at , condition (18)

holds if .

Thus, in a fairly wide range of the parameters of

model (6)–(12), the value of  is negative at rela-

tively small  and , and it is positive at large  and

. Therefore, there is at least one point  at which

 with the second derivative at this point being

positive, . This means that function 

has a minimum.

This result can be formulated as follows.

Statement. Suppose that the image segmentation
system is described by model (1)–(3), (5), (6), (11),
and (12). Then, for the model parameters determined
by conditions (16) and (20), information redundancy
measure (5) has a minimum.
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Fig. 4. Function  and its components at , , and : (a) functions  +  +  and  and

(b) function .
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Fig. 6. Dependences of the information characteristics for the image from Fig. 1a: (a) function  and (b) entropies and aver-
age mutual information  that determine .
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The graphs of functions ,
, and  (see (14)) at , , and

 (see Figs. 4a and 4b) confirm this statement.

The graphs of function , given by expres-
sion (11), at various values of parameter  for depen-
dence , given by expression (12), are shown in
Fig. 5a. It can be seen from Fig. 5a that function 
has a minimum. Variation of entropies (7)–(10),
which determine the value of information redundancy
(11), is shown in Fig. 5b versus the number of image
segments.

Figures 6a and 6b show variations in the informa-
tion redundancy and entropies that determine infor-
mation redundancy (5) versus the number of image
segments for the image depicted in Fig. 1a. Figures 4a
and 6a, as well as 4b and 6b, demonstrate the qualita-
tive similarity in the dynamics of the information

( ) ( ) ( )+ +1 2 4' ' 'R z R z R z
( )3'R z '( )R z = 50b = 0.1c
= 256L

( )R K
c

( )α K
( )R K
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redundancy and entropy values depending on the
number of image segments when partitioning the
hypothetical and real images.

Now, let us show that segmented image ,
which corresponds to minimum redundancy ,
has a sufficiently small informational difference from
original image .

As a measure of difference, we use variation of
information, which is a metric proposed in [21]; it has
the properties necessary to compare data clustering
results. In our case, the variation of information char-
acterizes the difference (distance) between the original
and segmented images:

(21)

where  is the variation of information, 
and  are the entropies of the compared images

( )minV K
( )minR K

U

= −( , ) ( , ) ( ; ),VI U V H U V I U V

( , )VI U V ( )H U
( )H V
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Fig. 7. Measure of difference  vs. the number of
segments for image  at different values of parameter .
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(  and ), and  is the mutual information of
the compared images.

To measure the difference between the original ( )
and segmented ( ) images, we use the normalized
variation of information:

(22)

where  is the normalized variation of infor-
mation. Let us evaluate  for segmented
image . For this purpose, using formulas (5)
and (21), as well as relation  =  +

, we express  in terms of informa-
tion redundancy :

(23)

As above, we replace integer variable  with real
variable  and compute derivative of  with
respect to :

(24)

where  and  are the derivatives with
respect to  of the redundancy measure and entropy of
the system output. With a small number of segments,

 and . In this case, (23)
implies that . For , both terms in
expression (24) are negative. Hence, the value of the
normalized variation of information decreases. Then,

 < ,  +  >

 + , and

which implies that  for
.
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account (9), expression (24) implies
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For ,  and the first term in
expression (24) satisfies the following inequality:

In addition, at , the second term on the
right-hand side of expression (24) is positive and
increases with increasing , whereas the absolute value
of the first term decreases. Therefore, the rate of
decrease in  at  drops. This indicates
that the segmented image corresponding to the mini-
mum of information redundancy has a sufficiently
small informational difference in terms of measure (22)
from the image input to segmentation system (3).
Graphs that characterize the dependence of measure

 on the number of image ( ) segments at
different values of parameter  in function (12) of the
segmentation model are shown in Fig. 7.

The effectiveness of the information redundancy
criterion in image segmentation is confirmed by the
computational experiment described in the next sec-
tion.

2. COMPUTATIONAL EXPERIMENT
The computational experiment that is carried out

to estimate the effectiveness of the criterion consists of
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Fig. 8. Weighted redundancy measure  and normalized
variation of information  vs. the number of seg-
ments for the color version of the image from Fig. 1a.
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two stages. At the first stage, the criterion of minimum
information redundancy is used in combination with the
simple linear iterative clustering (SLIC) algorithm [1] for
segmenting images from BSDS500 dataset [2]. At the
second stage, the results of image segmentation based
on the criterion of minimum information redundancy
and the entropy criterion proposed in [29] are com-
pared.

2.1. Using the Criterion of Minimum Information 
Redundancy in Combination with the SLIC Algorithm

In this work, to demonstrate the validity of the pro-
posed image segmentation model, we use images from
BSDS500 [2]. Each of the analyzed images is seg-
mented using a modified SLIC algorithm [1] at differ-
ent values of postprocessing parameter  [24]. As a
result of segmenting image , we obtain a set of 
images . For image  and each of
images ,  obtained at different values of
the image segmentation parameter, redundancy mea-
sure R is evaluated and image  corresponding to
the global minimum of  is found among images .
To take into account all the color channels of the
image, a weighted redundancy measure is used:

(27)

where  is the redundancy measure computed for
channel  of the CIELAB color space for
images  and , while  is the entropy of color
channel  for image . We select image  that
minimizes measure :  = . The
results of this stage of the experiment are illustrated by
a color version of the image (35010.jpg) shown in
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Fig. 1a. The values of the weighted redundancy mea-
sure for this image are represented by the solid line in
Fig. 8. The minimum of the redundancy measure is
reached at .

Then, segmented images , , are
compared with original image  and ground truth

segmentations ,  from BSDS500 data-
base. For this purpose, we use the weighted normal-
ized variation of information [3, 22]:

(28)

= 87K
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Fig. 11. Test image: 118035.jpg.

Fig. 12. Mean entropy  of the filtered image
from Fig. 11 at EDISON parameters , , and

.
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(29)

where  is the weighted variation of informa-
tion,  is the normalized variation of information
between color channels  of images  and , 
is the mutual information between color channels of
the images, and  is the joint entropy in the ith
color channel.

Based on the results of comparing the original
image (35010.jpg, denoted by ) with images 
obtained at , Fig. 8 plots variation of
information , shown by the dashed line,
against number of segments K.

The next task is to compare five ground truth seg-
mentations of the image under analysis (correspond-
ing numbers of image segments  are 30, 26, 31, 33,
and 23) with a series of segmented images  obtained
by the SLIC algorithm [1] with the post-processing
procedure [24] for parameter values . The
result of the comparison is shown in Fig. 9. Three of
the five ground truth segmentations have the mini-
mum distance, in terms of measure (28)–(29) (which
implies the maximum similarity), to the image with 87
segments obtained at , for which the minimum
of redundancy measure  computed by for-
mula (27) (see Fig. 8) is reached.

To evaluate the quality of image segmentation, we
use the relative difference

where  is the number of image segments that pro-
vides the minimum of redundancy criterion

,  is the number of segments in
image  that provides the minimum variation of

information  as compared to ground truth

+ −
=
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segmentation , and  is the maximum number
of segments in images . A histogram for

, which is constructed based on the results of seg-
menting 54 images from BSDS500 and comparison with
270 ground truth segmentations, is shown in Fig. 10. It
can be seen that there is a sufficiently large group of
images for which the results of segmentation by the
criterion of minimum information redundancy
demonstrate high informational similarity to the
ground truth segmentations.

2.2. Comparison of the Proposed Method
with the Method Based on the Entropy Criterion

We compared results of segmenting the images from
BSDS500 by the criterion of minimum information
redundancy and the entropy criterion proposed in [29].
The comparison results are presented for the image
shown in Fig. 11 (118035.jpg).

For segmentation, we use the mean shift algo-
rithm [8] implemented in the EDISON system. In
accordance with the algorithm proposed in [29], using
the EDISON system, we obtain a set of filtered ( )
and segmented ( , ) images with differ-
ent parameter values. Spatial resolution  varies from
8 to 32, while range resolution  varies from 4 to 16.
The smallest significant feature size is . For
each of the filtered images, the mean entropy is com-
puted:

where  is the entropy of color channel  for image
. Figure 12 shows the mean entropies for ,

, and . When using the entropy cri-

GT
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Fig. 13. Results of segmenting the image from Fig. 11: (a) based on the criterion of minimum information redundancy, (b) based
on the entropy criterion [29] with threshold edsEnt = 0.005, and (c) based on the entropy criterion [29] with edsEnt = 0.012.
terion under the condition that the difference of entro-
pies  of the images after filtering by the EDISON
algorithm does not exceed the value 
recommended in [29], we obtain the image with the
number of segments  at  and .
The value of the normalized variation of information
between the input image and the image obtained by
the entropy criterion ( ) is . For

, we obtain image  with the num-
ber of segments  at  and , for
which .

The minimum value of the redundancy measure
for image  from the obtained set of segmented
images , , is  for number
of segments , , and . In this case,
the value of the weighted normalized variation of
information (28) between the original and segmented
images is . Thus, the segmented
image obtained by the condition of minimum redun-
dancy is more similar to the input image than the image
obtained with the entropy criterion proposed in [29].
The images segmented by different criteria are shown
in Fig. 13. The segmentation results are visually simi-
lar. In the image corresponding to the information
redundancy minimum, the bell is better distinguished
(see Fig. 13a), while in the images obtained by the
entropy criterion, some of the small bell tower details
are slightly better distinguished (see Figs. 13b, 13c).

meanH
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Table 1. Weighted normalized variation of information 
tions of the image from BSDS500 and the segmentations obt

Criterion Ground truth 
segmentation 1

Ground truth 
segmentation 2

min 0.4060 0.4492

0.4125 0.4551
0.4065 0.4471

(wVI V

wVI

wR
≤ 0.005edsEnt
≤ 0.012edsEnt
For quantitative comparison of the results, we esti-
mate information difference ,

, (28)–(29) for five ground truth segmen-
tations  from BSDS500 and segmented images

 obtained using the criteria discussed above. The
comparison results are shown in Table 1. It can be seen
that, in three out of five cases, the segmented image
obtained by the criterion of minimum information
redundancy has smaller difference from the ground
truth segmentations than the segmented image obtained
by the minimum entropy criterion when threshold

 and in four out of five cases when
. It should be noted that, in general,

the segmentation results that minimize these criteria
have quite similar variation of information as compared
to the ground truth segmentations from BSDS500.

CONCLUSIONS
In this paper, we have described an iterative infor-

mation-theoretical method for evaluating the quality
of digital image segmentation. A system has been con-
sidered that includes a segmentation algorithm with a
parameter determining the number of image segments
and the iterative procedure for setting the value of this
parameter that provides the minimum of the quality
functional. The image segmentation algorithm has
been regarded as an information channel. The simpli-
fied mathematical model of the digital image segmen-
tation algorithm has been proposed. Based on Bar-
low’s hypothesis [5] and the principle of minimum

min( , )GT
w s qVI VV

= 1,2,...,5s
GT

sV
minqV

= 0.012edsEnt
= 0.0005edsEnt
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,  between the ground truth segmenta-
ained using the EDISON algorithm with different criteria

, 

Ground truth 
segmentation 3

Ground truth 
segmentation 4

Ground truth 
segmentation 5

0.5363 0.3771 0.4353

0.5372 0.3423 0.4419
0.5376 0.3311 0.4390

min, )GT
s qV = 1, 2,..., 5s

min( , )GT
s qV V = 1,..., 5s
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redundancy in the visual perception model [4], the
segmentation quality index—the information redun-
dancy measure—has been selected. It has been shown
that, for the proposed model, there exists a minimum
of the redundancy measure, which corresponds to the
best image partition. The relationships among the
model parameters for which this minimum is reached
have been derived. The validity of the model has been
confirmed by the computational experiment on
images from the Berkeley Segmentation Dataset
(BSDS500). It has been found that, for a sufficiently
large group of test images, the segmentation results
obtained by the condition of minimum redundancy
have the minimum variation of information as com-
pared to the ground truth segmentations from
BSDS500. With the ground truth images being manu-
ally segmented by specialists, it can be concluded that
the segmentations obtained based on the condition of
minimum information redundancy are the best seg-
mentations in terms of visual perception. This does not
contradict Barlow’s hypothesis [5] that information
redundancy is minimized at the initial stages of signal
processing in the human visual system.

We compared the results of image segmentation by
the EDISON system based on the criterion of mini-
mum information redundancy and the entropy crite-
rion. The segmented image obtained based on the con-
dition of minimum redundancy is more similar to the
input image than the image obtained by the entropy cri-
terion, and, in most cases, it is more similar to the
ground truth segmentations.

In future works, we intend to carry out a deeper
investigation of the developed model and properties of
the segmentation quality index based on the redun-
dancy measure.
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