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Abstract—Retail product classification can be beneficial in the world of commerce, take for example helping
vision-disabled parties in their shopping or evaluating product placement strategy. However, the available
datasets for retail product classification are few and some have very distinct distribution of training and eval-
uation data, thus providing a huge challenge on its own. In addition, there are only few researches on this sub-
ject which can still be improved on. This paper attempts to improve previous approaches for retail product
classification on very distinct training and evaluation data distribution by utilizing convolutional neural net-
work (CNN) models inspired by well-performing CNN models in general image classification task, which
later can be fine-tuned for other computer vision tasks, namely, object detection. The results show that VGG-
16 performs at 66.9167% accuracy and a new modified VGG-16 model named VGG-16-D attains 66.83%
accuracy with 85% fewer parameters than VGG-16, outperforming most existing approaches considering
several comparison baselines.
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INTRODUCTION

Image classification has always been one of the
most popular tasks in the field of artificial intelligence.
Researchers still try to incorporate human’s capability
of classifying objects based on visual cues such as
images with ease to machines. This is proven with
numerous image classification datasets, varying from
simple ones such as MNIST handwriting dataset [7] to
more diverse and larger ones such as ImageNet [1, 20],
also added with a lengthy line of previous researches
for image classification, including but not limited to
scale-invariant feature transform (SIFT) [11, 12] and
eventually convolutional neural network (CNN) as
introduced in LeNet [6].

CNN has been the focus of researches lately with
many CNN-based models for image classification
such as AlexNet [5], VGG [22], and other famous
architectures. One major contributing factor of
CNN’s fame is its simplicity of not requiring much
human-related processing, thus making the develop-
ment process much faster and easier as feature
extraction is done autonomously by each model.
Moreover, CNN-based models have been proven to
yield better results compared to previous approaches,
hence increasing CNN’s popularity even more.
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Although famous architectures have been evalu-
ated for general datasets, these architectures are also
not limited to other more specific datasets, such as
retail product. Retail product classification may be
beneficial for vision-disabled parties in shopping and
also for assuring correct product placement in retail
stores as planned. Retail product classification is also
quite challenging on its own as the available datasets
are small compared to those used by famous architec-
tures. As have been observed along CNN’s develop-
ment, more data tend to be beneficial for a model as
the model learns from many examples and thus
increases its generalization capability. Furthermore,
the biggest challenge lies in the distinction between
training and evaluation’s data as retail product classi-
fication datasets are often comprised of retail product
images in ideal condition as their training set, while
the evaluation set contains retail product images in a
very different condition due to lighting and other envi-
ronmental issues. This is clearly seen in GroZi-120
[14] as this paper’s used dataset, which is shown in the
following sections.

There have been several approaches for retail prod-
uct classification, albeit only a few. Santra et al. pro-
posed deterministic dropout and composite random
forest on a modified AlexNet [21]. Srivastava used
ResNeXt-101_32×8d [26] pretrained on Instagram
with local-concepts-accumulation layer and maxi-
mum entropy loss [23]. These approaches provide
152. © Pleiades Publishing, Ltd., 2022.
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Table 1. Classification results on retail product classifica-
tion from existing approaches

Technique Dataset Classification 
accuracy, %

Deterministic dropout, com-
posite random forest (CRF), 
AlexNet [21]

GroZi-120 45.15

ResNeXt-WSL [23] GroZi-120 60.4
ResNeXt-WSL, local-con-
cepts-accumulation (LCA), 
maximum entropy [23]

GroZi-120 72.3

ResNeXt-WSL, local-con-
cepts-accumulation (LCA), 
maximum entropy [23]

Grocery 
products

81.62

Guidance learning [8] Products-90 71.4
room for improvement in terms of network accuracy.
Moreover, existing approaches have not been found to
be fine-tuned for other computer vision tasks such as
object detection, which limits the aforementioned
approaches’ applications.

This paper attempts to improve existing results on
retail product classification. The experiments in this
paper use CNN models for retail product classification
with few modifications. More specifically, this paper
uses VGG-16 [22] and Darknet models [16], namely
Darknet-19 [18] and Darknet-53 [19]. These models
have been proven to yield good accuracy on ImageNet
dataset. They also serve as backbones for YOLO [17–
19] and SSD [10], two of the fastest and most accurate
single-stage object detector models. Thus, using these
backbones would also be beneficial as these backbones
can be fine-tuned for detection tasks.

This paper continues with a brief review of existing
approaches for retail product classification. Then, the
used models are elaborated in detail, continued with
this paper’s dataset, experiments, and results explana-
tion and discussion. This paper’s conclusion and
future works are then given.

LITERATURE REVIEW
There have been several researches, albeit few, on

retail product classification on varying datasets. The
datasets include GroZi-120 dataset [14] of 120 retail
products with very distinct training and evaluation set
distribution, Grocery Products dataset [2] (also
known as GroZi-3.2k) for multilabel classification,
and Products-90 dataset [8] containing noisy labels of
90 retail products.

Santra et al. [21] proposed deterministic dropout as
a refinement of vanilla dropout [4, 24]. They believed
that dropout can be refined to dropping only the
unimportant connections instead of being stochastic.
To identify the unimportant connections, a composite
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random forest (CRF) is proposed and integrated to
AlexNet. While using CRF makes training time slower
due to the construction of the CRF, in inference there
is no CRF construction at all. This shows a trade-off
between increased accuracy with training time for that
deterministic dropout using CRF. They evaluated
their proposed approach on multiple datasets, all of
which gain increase by 0.04 to 9.25% in accuracy com-
pared to other dropout variants and network without
dropout. For GroZi-120 dataset itself, the accuracy on
the evaluation set outperforms vanilla dropout by
3.85%, reaching 45.15% accuracy. On Grocery Prod-
ucts dataset, this approach attained 81.62% accuracy.

Srivastava proposed the combination of Instagram-
pretrained ResNeXt-101_32x8d model [26] with a new
type of layer coined as local-concepts-accumulation
(LCA) with maximum entropy auxiliary loss for retail
product classification [23]. It is argued that using Insta-
gram-pretrained model shows a better performance on
ImageNet, thus increasing the model’s capability on a
set of very diverse objects. LCA layer on its own works
by averaging the local concepts contained in an image to
be used by the classifying layer. LCA layer is proposed to
be put as the penultimate layer of any CNN for training
and/or fine-tuning purposes. To boost the model’s per-
formance, maximum entropy loss is added as an addi-
tional loss to be weight-averaged with negative likeli-
hood loss. ResNeXt-101_32×8d on its own obtained
60.4% accuracy, while with the proposed combination,
an accuracy boost of 11.9 to 72.3% on GroZi-120’s eval-
uation set is obtained.

Li et al. proposed guidance learning, in which a
teacher network helps a student network learn to clas-
sify retail products with noisy labels [8]. In addition, Li
et al. also proposed Products-90 dataset, of which
there are approximately 8 thousand correctly labeled
training and testing images, respectively, with
124 thousand noisy training data. The teacher network
is trained first prior to training the student network
with all data including the noisy ones. Then, the stu-
dent network is trained separately on the correctly
labelled training images and fine-tuned on noisily
labelled images with the teacher network’s help. The
best accuracy on Products-90 dataset is at 71.4% after
fine-tuning the student network. Table 1 lists the
existing approaches on retail product classification.

The researches highlighted in Table 1 used CNN for
retail product classification with some modifications
and attained good but still improvable accuracy scores.
The used CNN models vary from CNN’s early itera-
tions, latest models, to custom architectures. Although
their respective performances for retail product classifi-
cation are good, these approaches have not been found
to be fine-tuned for other computer vision tasks and
thus limit their usability for other use cases.
ol. 32  No. 1  2022
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Table 2. VGG-16 architecture for retail product classification

Layer Input size Output size Kernel Stride Parameters

Convolution + ReLU 3 64 3 × 3 1 1792
64 64 3 × 3 1 36928

Max pooling 64 64 2 × 2 2 0
Convolution + ReLU 128 128 3 × 3 1 73856

128 128 3 × 3 1 147584
Max pooling 128 128 2 × 2 2 0
Convolution + ReLU 128 256 3 × 3 1 295168

256 256 3 × 3 1 590080
256 256 3 × 3 1 590080

Max pooling 256 256 2 × 2 2 0
Convolution + ReLU 256 512 3 × 3 1 1180160

512 512 3 × 3 1 2359808
512 512 3 × 3 1 2359808

Max pooling 512 512 2 × 2 2 0
Convolution + ReLU 512 512 3 × 3 1 2359808

512 512 3 × 3 1 2359808
512 512 3 × 3 1 2359808

Max pooling 512 512 2 × 2 2 0
Flatten 512 25088 – – 0
Fully connected + ReLU 25088 4096 – – 102794544
Dropout (0.5) 4096 4096 – – 0
Fully connected + ReLU 4096 4096 – – 16781312
Dropout (0.5) 4096 4096 – – 0
Fully connected 4096 120 – – 491640

Total parameters 134752184
EXISTING CLASSIFICATION MODELS

Several models have been proposed to be perfor-
mant in classification and can be fine-tuned to other
computer vision tasks as well. Two among these mod-
els are VGG-16 as used in SSD and Darknet models
(Darknet-19 and Darknet-53) for YOLO; both of
which (SSD and YOLO) are considered performant
and fast single-stage object detectors.

VGG-16

VGG-16 [22] was the very first model which
pushes the limit of network depth. By using 3 × 3 con-
volution with ReLU activation function, max pooling,
and fully connected layers, the model achieves state-
of-the-art performances on ImageNet and other data-
sets. VGG-16 has been used for numerous tasks, such
as fine-tuning for detection task as done by SSD [10]
or even for other classification tasks [15], proving its
PATTERN RECOGNIT
capability to be retrained for other tasks while achiev-
ing good results as well. For this reason, VGG-16 is
adapted for this paper’s experiments.

The adaptation includes increasing the input reso-
lution and changing the output channel of the last fully
connected layer according to the total available classes
in the used dataset. Increasing VGG-16’s input reso-
lution is believed to give better results as more detailed
features may be extracted, which may increase classi-
fication accuracy as well. The new input resolution is
300 × 300 pixels as opposed to VGG-16’s original
input resolution at 224 × 224 pixels. Another reason as
to why the input resolution is increased is to ease fine-
tuning for other computer vision tasks, namely object
detection using SSD. The final fully connected layer
output size is also modified to force VGG-16 to pre-
dict the total number of classes in the used dataset.
VGG-16’s modified architecture for this paper’s
experiments is shown in Table 2.
ION AND IMAGE ANALYSIS  Vol. 32  No. 1  2022
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Table 3. Darknet-19 architecture for retail product classification

Layer Input size Output size Kernel Stride Parameters

Convolution + batch normalization + 
leaky ReLU

3 32 3 × 3 1 960

Max Pooling 32 32 2 × 2 2 0
Convolution + batch normalization + 
leaky ReLU

32 64 3 × 3 1 18624

Max pooling 64 64 2 × 2 2 0
Convolution + batch normalization + 
leaky ReLU

64 128 3 × 3 1 74112
128 64 1 × 1 1 8384
64 128 3 × 3 1 74112

Max pooling 128 128 2 × 2 2 0
Convolution + batch normalization + 
leaky ReLU

128 256 3 × 3 1 295680
256 128 1 × 1 1 33152
128 256 3 × 3 1 295680

Max Pooling 256 256 2 × 2 2 0
Convolution + batch normalization + 
leaky ReLU

256 512 3 × 3 1 1181184
512 256 1 × 1 1 131840
256 512 3 × 3 1 1181184
512 256 1 × 1 1 131840
256 512 3 × 3 1 1181184

Max pooling 512 512 2 × 2 2 0
Convolution + batch normalization + 
leaky ReLU

512 1024 3 × 3 1 4721664
1024 512 1 × 1 1 525824

512 1024 3 × 3 1 4721664
1024 512 1 × 1 1 525824

512 1024 3 × 3 1 4721664
Convolution 1024 120 1 × 1 1 123000
Global average pooling 120 120 – – 0

Total parameters 19947576
Darknet-19 and Darknet-53

Darknet-19 and Darknet-53 were first proposed by
Redmon et al. [18, 19] as backbones for You Only Look
Once (YOLO) single-stage object detector model.
Darknet-19 is a 19-layer deep fully convolutional neural
network. While being 19-layer deep, Darknet-19 is
much lighter than VGG-16 as it uses 1 × 1 convolutions
and attains comparable classification accuracy at 224 ×
224 input resolution for ImageNet.

Darknet-53 is another upgrade for Darknet-19,
where it increases the model’s depth to 53 layers, uses
residual connections [3], and replaces pooling layers
with convolutional layers to achieve higher classifica-
tion accuracy–2.1% increase than Darknet-19 at
448 × 448 input resolution for ImageNet–at the cost
of slower forward pass and being much heavier than
Darknet-19.
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Both models use convolution layers with batch
normalization and leaky ReLU activation function
[13], unless for the predictor convolution layer. Global
average pooling [9] is also used in both models. Both
models’ architectures are given in Tables 3 and 4.

PROPOSED MODEL–VGG-16-D
VGG-16’s core principle of stacking convolution

layers has greatly influenced many CNN architec-
tures, such as Darknet-19, Darknet-53, ResNeXt
[26], and ResNet [3]. This shows the robustness of
VGG-16’s core principle, even combined with other
modifications of CNN, be that more complex ones
such as in ResNeXt or simpler ones such as in Darknet
models and ResNet. This implies that modifying
VGG-16 itself should achieve better, if not at least
equivalent, results compared to the vanilla VGG-16.
ol. 32  No. 1  2022
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Table 4. Darknet-53 architecture for retail product classification

Layer Input size Output size Kernel Stride Repetition Parameters
× repetition

Convolution + batch 
normalization + leaky ReLU

3 32 3 × 3 1 1 960 × 1

Convolution + batch 
normalization + leaky ReLU

32 64 3 × 3 2 1 18624 × 1

Residual + convolution + batch 
normalization + leaky ReLU

64 32 1 × 1 1 1 2144 × 1
32 64 3 × 3 1 18624 × 1

Convolution + batch 
normalization + leaky ReLU

64 128 3 × 3 2 1 74112 × 1

Residual + convolution + batch 
normalization + leaky ReLU

128 64 1 × 1 1 2 8384 × 2
64 128 3 × 3 1 74112 × 2

Convolution + batch 
normalization + leaky ReLU

128 256 3 × 3 2 1 295680 × 1

Residual + convolution + batch 
normalization + leaky ReLU

256 128 1 × 1 1 8 33152 × 8
128 256 3 × 3 1 295680 × 8

Convolution + batch 
normalization + leaky ReLU

256 512 3 × 3 2 1 1181184 × 1

Residual + convolution + batch 
normalization + leaky ReLU

512 256 1 × 1 1 8 131840 × 8
256 512 3 × 3 1 1181184 × 8

Convolution + batch 
normalization + leaky ReLU

512 1024 3 × 3 2 1 4721664 × 1

Residual + convolution + batch 
normalization + leaky ReLU

1024 512 1 × 1 1 4 525824 × 4
512 1024 3 × 3 1 4721664 × 4

Global average pooling 1024 1024 – – 1 0
Convolution 1024 120 1 × 1 1 1 123000 × 1

Total parameters 40725784
An improvement in VGG-16 can come from
changing its classifier module (fully connected layers)
to convolution layers. The reason behind this change is
convolution layers have been shown capable of per-
forming classification task [18, 19] with simpler model
design as measured with the number of required
parameters. Instead of f lattening the extracted feature
vectors/maps from CNN’s earlier parts and comput-
ing the classification scores globally, using convolu-
tion layers allows us to process the feature vec-
tors/maps locally. Replacing the fully connected layers
with convolution layers is a viable option, but, to
maintain the learned weights of the fully connected
layers, a subsample of the fully connected layers’
parameters can be taken to serve as the convolution
layers’ parameters. However, doing so could lead to
worse results if the subsampling was incorrectly done.

To avoid worse results, the authors took inspiration
from SSD and followed SSD’s design of transforming the
fully connected layers to convolution layers. The convo-
lution layers are composed of dilated convolution [27]
PATTERN RECOGNIT
with dilation of 6 and vanilla convolution with 1 × 1 ker-
nel sizes. This design ensures that the dilated convolu-
tion layer processes feature maps with context and thus
produces more meaningful feature maps, and, after-
wards, the feature maps are convolved again with 1 × 1
convolution to map the features to new dimensions. In
addition to the convolution layers, global average pool-
ing is also added to the classifier module as shown in
[18, 19] to give an aggregated value of confidence in the
form of the average of each feature map. All this leads to
a more localized processing of image for classification
as opposed to using fully connected layers which prop-
agate information globally.

As for the activation function used in VGG-16-D,
the authors opted to use ReLU in the feature extractor
module, which is the equivalent of the original VGG-
16’s feature extractor module. This is done as it is
hypothesized that changing the activation function in
that module could lead to worse results as the training
process will try to adapt the feature extractor module’s
parameters to the new activation function instead of
ION AND IMAGE ANALYSIS  Vol. 32  No. 1  2022
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Fig. 1. VGG-16-D architecture diagram for retail product classification.
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Fig. 2. Sample in vitro (training) data for three products in
GroZi-120 dataset.

Fig. 3. Sample cropped in situ (testing) data for three prod-
ucts in GroZi-120 dataset.
focusing on improving the classification accuracy. On
the other hand, the transformed classification module
is designed to use Leaky ReLU activation function as
used in Darknet models implementations. The network
design of VGG-16-D is given in Fig. 1 and Table 5.

EXPERIMENTS
The experiments on this paper were conducted on

GroZi-120 dataset using three existing CNN models.
In this section, the dataset is discussed in detail, con-
tinued with how the experiments are designed, and
closed with the results and discussions from the con-
ducted experiments.

GroZi-120 Dataset
GroZi-120 dataset [14] contains images and videos

of 120 retail store products with provided training and
evaluation sets, respectively, known as in vitro and in
situ sets. The distinction between the training and
evaluation sets is contrast, where the training set con-
tains individual product images taken from web search
and is in ideal condition, while the evaluation set is
PATTERN RECOGNITION AND IMAGE ANALYSIS  V
from video of shelves in a retail store, where each video
is taken with limited lighting and resolution.

The training set has 676 total images, while the eval-
uation set has 29 videos of more than 50000 frames.
GroZi-120 dataset is also imbalanced, where the total
number of images per class in the training set varies
from 2 to 14 images only. The evaluation set is usually
annotated per 5 frames, and from the annotations, a
cropped version of the evaluation set is provided,
where each crop contains only a specific product with-
out the presence of other products. Sample images of
in vitro and the cropped in situ data from GroZi-120
dataset are given in Figs. 2 and 3.

GroZi-120 dataset also has its own evaluation pro-
tocol. For each product, there should be 10 cropped in
situ images of the corresponding product, with a total
of 1200 images for classification evaluation. Unfortu-
nately, there is no given list of used images for evalua-
tion in previous researches, including in the dataset’s
proposal’s research [14]; hence, the comparison
between each research result cannot be done equally.
However, a fairer comparison can be obtained if the
ol. 32  No. 1  2022
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Table 5. VGG-16-D architecture for retail product classification

Layer Input size Output size Kernel Stride Dilation Parameters

Convolution + ReLU 3 64 3 × 3 1 1 1792
64 64 3 × 3 1 1 36928

Max pooling 64 64 2 × 2 2 1 0
Convolution + ReLU 64 128 3 × 3 1 1 73856

128 128 3 × 3 1 1 147584
Max pooling 128 128 2 × 2 2 1 0
Convolution + ReLU 128 256 3 × 3 1 1 295168

256 256 3 × 3 1 1 590080
256 256 3 × 3 1 1 590080

Max pooling 256 256 2 × 2 2 1 0
Convolution + ReLU 256 512 3 × 3 1 1 1180160

512 512 3 × 3 1 1 2359808
512 512 3 × 3 1 1 2359808

Max pooling 512 512 2 × 2 2 1 0
Convolution + ReLU 512 512 3 × 3 1 1 2359808

512 512 3 × 3 1 1 2359808
512 512 3 × 3 1 1 2359808

Max pooling 512 512 3 × 3 1 1 0
Dilated convolution + ReLU 512 1024 3 × 3 1 6 4719616
Convolution + ReLU 1024 1024 1 × 1 1 1 1049600
Convolution 1024 120 1 × 1 1 1 123000
Global average pooling 120 120 – – 1 0

Total parameters 20606904
comparison is done on approaches following GroZi-
120’s evaluation protocol.

It is also noteworthy that the distinction between
training and evaluation sets are very contrast. The
employed techniques for classification on this dataset
must be very robust to heavy change of color schemes,
orientation, and other conditions present in the evalu-
ation set. In addition, the limited number of training
data is challenging, especially for CNN-based
approaches as using CNN often requires large training
data to make CNN more sensitive to features of each
class present in the dataset. Lastly, GroZi-120 dataset
is found to be the most used dataset for retail product-
related researches, either for classification or for
detection. This shows that the dataset is challenging
and interesting to be used in researches. These three
observations from GroZi-120 dataset are the reasons
as to why this research uses GroZi-120 dataset.

Experimental Designs

GroZi-120 dataset has very few training data and
being imbalanced on each class as well. The authors
PATTERN RECOGNIT
hypothesized that training on only these data without
balancing the data would yield poor results. To avoid
this, the authors balanced the training data by using
image augmentations and specifying how many data
should be present per class. Extensive augmentation
techniques such as blurring, color jitter, random rota-
tion, random perspective, random crop, and random
erasing are also employed to present variations of the
training data. In addition, the classification will be done
on grayscale images only to simplify the model learning.

In addition to balancing the dataset and performing
augmentation on the training images, as stated before,
there are no provided list of images for the evaluation
set, be that the test set or validation set. To solve this, the
authors randomly select 10 images from each class in
the cropped in situ images of GroZi-120 dataset as our
test set as specified in GroZi-120’s evaluation protocol.
The unused images are then selected as our validation
set while also considering the total image limit per class
as specified in GroZi-120’s evaluation protocol.

The used optimizers vary between stochastic gradi-
ent descent (SGD) with momentum and Adam opti-
mizer considering Wilson et al.’s work [25]. SGD has
ION AND IMAGE ANALYSIS  Vol. 32  No. 1  2022
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Table 6. Recapitulated performances on GroZi-120 dataset

Model/Technique Image resolution Pretrained weight Classification accuracy, %

Deterministic dropout, CRF, AlexNet [21] 224 × 224 ImageNet 45.15
ResNeXt-101_32×8d [23] Unknown ImageNet 60.4
ResNeXt-101_32×8d, LCA, maximum 
entropy [23]

Unknown ImageNet 72.3

VGG-16 300 × 300 ImageNet 66.9167
VGG-16-D 300 × 300 VGG-16 (above) 66.833
Darknet-19 224 × 224 None 59.833

448 × 448 None 58.33
Darknet-53 224 × 224 None 54.4167

448 × 448 None 49
been reported for its better generalization capability on
unseen training data despite being slow. On the other
hand, Adam is reported to provide faster convergence
and training although not being as generalized as
SGD. As for the used loss function, the authors used
cross entropy loss with mean loss reduction. PyTorch
is selected as the used library for conducting this
research’s experiments.

For VGG-16, the authors used PyTorch’s Ima-
geNet-pretrained VGG-16 to be fine-tuned as fine-
tuning existing weights for a model could help the
model’s learning progress, especially on small data-
sets. VGG-16 training uses SGD optimizer with
0.001 learning rate, 0.9 momentum, and 0.0005
weight decay. Training will go for 75 epochs and batch
size of 8 is used. VGG-16’s input image resolution is
changed from the original 224 × 224 to 300 × 300 to
provide fine-grained features.

Similar to VGG-16, VGG-16-D will process input
resolution of 300 × 300 pixels and will be trained with
SGD optimizer with 0.001 learning rate, 0.9 momen-
tum, 0.0005 weight decay, and batch size of 8. The dis-
tinction is VGG-16-D will use the best result obtained
from VGG-16 experiment to be fine-tuned for
PATTERN RECOGNITION AND IMAGE ANALYSIS  V
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30 epochs. This is to simplify VGG-16 without sacri-
ficing much of its performance.

All Darknet models were trained following their
respective implementation details, although these
models were trained without utilizing ImageNet-pre-
trained weights. First, the authors trained Darknet
models on images with lower resolution; 224 ×
224 resolution for Darknet-19 and 256 × 256 resolution
for Darknet-53. Afterwards, the authors fine-tuned
these models on images with 448 × 448 resolution to
enrich the model with more fine-grained features. The
authors opted to use Adam optimizer in training as sev-
eral implementations of Darknet models on PyTorch
reports that SGD cannot help Darknet converge
whereas Adam could. For all training, a learning rate of
0.0001 with weight decay of 0.0005 is used. Training will
last for 100 epochs with batch size of 16.

RESULTS AND DISCUSSION

Overall, there are several variations during our
experiments: model type, image resolution, and using
ImageNet-pretrained weights. Each experiment pro-
vided unique results as can be seen on Table 6 and the
best results are charted in Fig. 4.
ol. 32  No. 1  2022
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From Table 6 and Fig. 4, several insights can be
derived. The first is on equivalent image resolution at
224 × 224, all Darknet models exceed the accuracy
obtained by Santra et al. [21] by a significant margin, even
though Darknet models were trained from scratch with-
out using ImageNet-pretrained weights. This shows the
robustness of those models in generalizing data on
GroZi-120 dataset. The authors argue that the modifica-
tions implemented in Darknet models contributes to their
better performances. 1 × 1 convolution helps filtering and
processing existing features to be the most important
ones. Moreover, new feature map dimensions/channels
can also be derived by using 1 × 1 convolutions, thus
enriching the processed feature maps. Batch normaliza-
tion as another modification for Darknet models also
contributes positively to their respective performances,
which helps the models to be more stable during training
while also getting faster training time as opposed to using
dropout. Leaky ReLU also helps in avoiding dying ReLU
problem as negative values are permitted.

The second insight is comparing performances
from ImageNet-pretrained models, VGG-16 on its
own outperforms approaches by [21] and is quite com-
parable to the full proposed solution by [23]. The
authors believe that operating on grayscale images
helps boost VGG-16’s performance. Also, using SGD
optimizer for VGG-16 seems to help VGG-16 in its
learning and having better generalization capability on
unseen data. Note that VGG-16 alone performs much
better than plain fine-tuned ResNeXt-101_32×8d by
6.51% margin, although ResNeXt-101_32×8d is
much more complex and deeper than VGG-16 with
aggregated residual connection block and being 101-
layer deep. This means using simpler and shallower
model which has been proven to yield good results on
benchmark datasets such as VGG-16 is adequate, if
not better, at classifying retail products from images.
And although using plain VGG-16 did not result in
higher accuracy than 72.3% as obtained by utilizing
ResNeXt-101_32×8d, LCA layer, and maximum
entropy auxiliary loss, it managed to achieve a compa-
rable accuracy. The authors had considered on imple-
menting LCA layer and maximum entropy loss on our
experiments, but due to the limited information of the
implementation details, the authors are unable to
implement such modifications.

The third insight is VGG-16-D is capable of oper-
ating at very competitive accuracy at 66.833% com-
pared with VGG-16’s 66.9167% despite having much
simpler design with only 20 million parameters com-
pared with VGG-16’s 134 million parameters for clas-
sification on GroZi-120 dataset. This shows that fine-
tuning existing CNN model which utilizes fully con-
nected layers and replacing such layers with convolu-
tion layers could yield a somewhat comparable perfor-
mance with efficient and simple model design. In
addition, dilated convolution manages to help give
comparable performance despite such few number of
parameters as it processes feature maps with consider-
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ing context. This alone has been demonstrated in [9]
with different CNN model and shows the robustness
of dilated convolution to be used by other CNN mod-
els. In addition, using global average pooling is
assumed to greatly impact classification performance
as all feature maps are forced to be representative of
the final confidence score.

The last insight is although operating on higher
image resolution, Darknet models are found to be inca-
pable of matching VGG-16 and VGG-16-D’s respec-
tive performances, despite Darknet-19 and Darknet-53,
respectively, being comparable and beating VGG-16’s
performance on ImageNet dataset as reported in their
respective publications. One reason behind this is
VGG-16’s result is obtained by fine-tuning VGG-16’s
ImageNet pretrained weights and VGG-16-D is
obtained by fine-tuning the VGG-16’s weights, whereas
Darknet-19 and Darknet-53 did not utilize such weights.
This factor may contribute to the anomaly of Darknet-19
and Darknet-53 of not obtaining better results than that
of pretrained VGG-16 and VGG-16-D.

In addition to those insights, the authors noticed
several hypothesis confirmation and unique observa-
tions during our experiments. The first is training on
imbalanced data yielded very poor results. All Darknet
models attained accuracy of 2%, whereas on using bal-
anced data Darknet models managed to achieve results
as provided in Table 6. Second, although this has been
shown in various implementations, using SGD opti-
mizer on Darknet models resulted in worse perfor-
mances at around 45–48% accuracy only. Using Adam
with lower learning rate is found to be the best combi-
nation for Darknet models implemented in PyTorch.

CONCLUSIONS
In this paper, classification experiments on GroZi-

120 dataset have been presented and discussed. By uti-
lizing CNN from existing well-known models such as
VGG-16 and Darknet, generally better results can be
obtained considering varying comparison baselines.

The best accuracy this paper’s experiments can
obtain on GroZi-120, which has very distinct data dis-
tribution on training and evaluation sets, is 66.9167% by
VGG-16 operating at 300 × 300 input image resolution.
A new model named VGG-16-D which transforms
VGG-16’s fully connected layers to dilated convolution
and vanilla convolution layers combined with global
average pooling performs competitively with 66.833%
accuracy while having much lower number of parame-
ters. Other results from Darknet models show adequate
performance despite being trained from scratch.

Some future works may include investigating other
CNN models which can be fine-tuned for other com-
puter vision tasks to enable more diverse use cases for
such CNN models. Implementing LCA layer and max-
imum entropy loss on the proposed solutions is another
possible work to be done in the future. Lastly, fine-tun-
ION AND IMAGE ANALYSIS  Vol. 32  No. 1  2022
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ing these models for detection tasks may be beneficial
for other use cases in retail stores, such as helping
vision-disabled parties in shopping or evaluating prod-
uct placement implementation of a specified strategy.
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