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Abstract—Melanoma, starts growing in melanocytes, is less common but more serious and aggressive than
any other types of skin cancers found in human. Melanoma skin cancer can be completely curable if it is diag-
nosed and treated in an early stage. Biopsy is a confirmation test of melanoma skin cancer which is invasive,
time consuming, costly and painful. To prevent this problem, research regarding computerized analysis of
skin cancer from dermoscopy images has become increasingly popular for last few years. In this research, we
extract the pertinent features from dermoscopy images related to shape, size and color properties based on
ABCD rule. Although ABCD features were used before, these features were mostly calculated to reflect
asymmetry, compactness index as border irregularity, color variegation and average diameter. This paper pro-
poses one asymmetry feature, three border irregularity features, one color feature and two diameter features
as distinctive and pertinent. Implementation of our approach indicates that each of these proposed features
is able to detect melanoma lesions with over 72% accuracy individually and the overall diagnostic system
achieves 98% classification accuracy with 97.5% sensitivity and 98.75% specificity. Therefore, this method
could assist dermatologist for making decision clinically.
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1. INTRODUCTION

Melanoma is not as much of common but the
lethal form of skin cancer: 75% of skin cancer deaths
occur due to melanoma [1]. According to American
cancer society [2], about 91 270 new cases of melano-
mas were estimated to be diagnosed (about 55150 in
male and 36120 in female) in the United States and
almost 9320 people were anticipated to die of mela-
noma (about 5990 male and 3330 female) in 2018.
Fortunately, if melanoma can be detected and diag-
nosed properly at its early stages, the survival rate is
very high. Human visual analysis can detect mela-
noma cancer at its initial stage, but it might not be
accurate even when examined by expert dermatolo-
gists [3]. High grade of visual similarity between mel-
anoma and benign lesions deteriorates the accuracy of
human visual system.

Melanoma grows in pigment producing cells in the
outer layer of skin which is severely exposed to ultravi-
olet radiation from the sun. It is estimated that
extreme UV exposure and sunburns over a lifetime are
the reasons of about 90% of melanomas [4]. When
unrepaired DNA caused by ultraviolet radiation leads
the skin cells to increase rapidly, they grow out of con-
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trol and form malignant tumors. Malignant melano-
mas always tend to spread into surroundings and very
often it goes to adjacent lymph nodes, lungs, and
brain. Therefore, early diagnosis and treatment are
essential for melanoma. Various imaging methods
have been developed to detect melanoma skin lesions
because of their non-invasive and fast characteristics.
Due to easy acquisition of dermoscopic images by only
using digital cameras, such images are commonly used
in analysis of melanoma skin lesions.

Image preprocessing, segmentation, feature
extraction, and classification are essential steps for
automated diagnosis of skin lesions from dermoscopy
images. Some artefact and hair removal algorithms
have been proposed for the image preprocessing to
improve the segmentation accuracy. Razmjooy et al.
[5] used edge detection method to de-noise the
images. They used intensity threshold for image seg-
mentation and SVM classifier to classify melanoma.
Dull—Razor algorithm was developed by Lee et al. [6]
to remove dark hair from skin images.

Sumithra et al. [7] suggested a region growing algo-
rithm to segment the skin lesion from background
which initialized seed point automatically and then
extracted texture and color features from the lesion.
Wong et al. proposed a region merging algorithm for
lesion segmentation based on iterative stochastic man-
ner [8]. Furthermore, fuzzy logic based on clustering
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techniques are used for segmenting skin lesions, such
as the fuzzy c-means algorithm (FCM) [9] and the
anisotropic mean shift method based on the FCM
algorithm (AMSFCM) [10]. Many authors proposed
algorithms associated with active contour model
(ACM) without edge [11] for segmentation of skin
lesion.

Different feature extraction algorithms have been
proposed to classify malignant and benign skin lesion
such as ABCD rule [12, 13], seven-point checklist
method [8], three-point checklist [14], and CASH
algorithm [15]. These skin cancer detection methods
are based on shape, geometry, color, texture, and
structure of skin lesion. ABCD rule is a useful screen-
ing tool for diagnosis of melanoma with reasonable
sensitivity and specificity [13], being a measure based
on the Asymmetry (A4), Border (B), Colour (C) and
Diameter (D) properties of lesion. Different methods
for extracting A, B, C and D parameters are illustrated
for the analysis of dermoscopy images.

* Asymmetry (A): Asymmetry measure is com-
puted based on axis of symmetry [16, 17], and geomet-
rical descriptors [18].

* Border (B): Border represents geometrical char-
acteristics based on border gradients and edge proper-
ties [18].

* Color (C): Color is defined by statistical param-
eters based on color models [16]— [18], color pixels
intensities [ 18], and relative color descriptors [16, 19].

» Diameter (D): Largest axis of the best fitted
ellipse [17] or longest distance between any two points
on the lesion’s border [20].

Rastgoo et al. [21] extracted shape, color, and tex-
ture features of the lesion and three classifiers to detect
melanomas. They presented the results of features
both by individually and combined and achieved the
sensitivity of 98% and specificity of 70% for texture
feature with random forest algorithm. Kasmi et al. [22]
developed an ABCD based algorithm for 200 dermo-
scopic images and achieved overall accuracy of 90%.
Ferris et al. [23] extracted 54 features including border
irregularity, eccentricity, color histogram etc. 97.4%
sensitivity and 44.2% specificity were achieved using
these features with forest classifier. Sheha et al. [24]
proposed GLCM (gray level co-occurrence matrix)
parameters and used multilayer perceptron classifier
to detect malignant and benign lesion. Korjakowska
[25] extracted shape, color, and texture features and
proposed a feature selection algorithm to detect
micro-malignant melanoma with a diameter under 5
mm in their initial stage. Sensitivity of 90% and speci-
ficity of 96% were achieved for 200 dermoscopic
images in his study.

In the final stage, several classification goals are
employed, such as benign versus malignant [26], mel-
anoma versus nonmelanoma [27, 28], dysplastic ver-
sus nondysplastic versus melanotic [28], and regular
versus irregular lesion border [29]. Various classifica-

PATTERN RECOGNITION AND IMAGE ANALYSIS

MAJUMDER, ULLAH

tion methods based on decision tree [28, 30], Bayesian
learning-based algorithm [26, 28], support vector
machine (SVM) [26, 31] algorithm, artificial neural
network (ANN) [27, 28, 32, 33], genetic algorithms
(GAs) [34], two-stage classifier (K-nearest neighbor
(KNN), maximum likelihood classifier) [35] has also
been proposed to detect melanoma. Lequan Yu et al.
[36] proposed deep learning network for melanoma
recognition. One recent paper [37] proposed deep
learning convolutional neural network and hand-
crafted method fusion for melanoma diagnosis.

Many authors considered many features for classi-
fication, although all of these features are not distinc-
tive effectively for benign and malignant lesions.
Therefore, it is seen from literature review, if an
increase in sensitivity (percentage of correctly classi-
fied melanoma) is required to achieve, specificity
(percentage of correctly classified benign lesion) must
be compromised to some extent and vice versa. With
this problem in mind, we developed an automated
diagnostic system to improve classification accuracy
in terms of both sensitivity and specificityduring early
diagnosis of malignant melanomas. In this paper, one
asymmetry feature, three border irregularity features,
one color feature and two diameter features are pro-
posed to classify melanoma lesions. Extracted features
from 200 images are applied to feed forward neural net-
work classifier with back propagation algorithm (BNN)
to classify the skin lesion as malignant and benign. Each
of our considered features can detect malignant and
benign lesions with accuracy of over 72% individually
and all features together achieve 98% accuracy with
97.5% sensitivity and 98.75% specificity.

2. DATASET DESCRIPTION

Acquisition of a suitable dataset is an important
task to develop an automated diagnosis system for
melanoma skin lesions. The dataset obviously needs to
contain all types of possible images. In this work, PH2
database [38] is adopted for dermoscopy images,
which was constructed by a joint collaboration of Der-
matology service of Pedro Hispano Hospital in Portu-
gal and the University of Porto. The dermoscopic
images were obtained under the same conditions
through Tuebinger Mole Analyzer system using a
magnification of 20X. These are 8-bit RGB color
images with a resolution of 768 X 560 Pixels. The PH2
database includes 200 dermoscopic images containing
80 common nevus, 80 atypical nevus, and 40 melano-
mas. We classified these data into two categories: 80
benign lesions and 120 malignant lesions (80 atypical
and 40 melanoma) in this work. It is very challenging
to classify the melanocytic lesions into three categories
(benign, atypical and melanoma) from their dermos-
copy images because some atypical lesions resemble
benign and the others resemble melanoma. We
include atypical and melanoma lesions into malignant
class because atypical lesions are suspicious to mela-
Vol. 29
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Fig. 1. (Color online) Sample input images: (a) common lesion, (b) suspicious lesion and (¢) melanoma lesion.
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Fig. 2. Framework of the proposed approach to detect malignant melanoma.

nomas and this class requires biopsy to confirm mela-
noma. It will help the patients be careful about their
suspicious skin lesions and direct them to carry out
regular inspection or any other precaution. Since, our
approach distinctively detects benign lesions, no
biopsy will be required for this category. Thus, the
number of overall biopsies will be reduced in the
detection process of melanoma skin cancer. Some
sample dermoscopy images from PH2 dataset are
shown in Fig. 1.

3. PROPOSED APPROACH
FOR SKIN LESION DETECTION

The main goal of this paper is to develop a computa-
tional approach to identify and classify melanoma skin
lesions from dermoscopy images. Figure 2 illustrates a
flow of procedure for the proposed system, which
includes the following steps: (1) image acquisition, (2)
preprocessing of image under study, (3) image segmen-
tation, (4) extraction of distinct features, and (5) classi-
fication of skin lesion. Each step of the proposed
approach is presented in detail in this section.
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3.1. Image Preprocessing

The collected images may contain some artifacts
that can interrupt the precision of the image segmenta-
tion process and eventually image classification. Hairs
are the most common and dangerous artifacts for der-
moscopy images. Moreover, various types of noises,
such as variable lighting conditions, camera distance for
image acquisition create problems for image segmenta-
tion. Therefore, preprocessing is needed to enable accu-
rate segmentation of skin lesion. Dull—Razor algorithm
[6] is applied to remove dark and black hair, and median
filter is used to remove thin hair and other artifacts from
skin images. Results of hair removal from two sample
images are shown in Fig. 3.

3.2. Image Segmentation

Once the image preprocessing has been done,
region of interest (lesion) is separated from the skin
background for the following feature extraction step.
Segmentation divides the image into a set of distinct
regions to represent the image into more meaningful
way that is easier to analyze. Each region has to be of
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Fig. 3. (Color online) (a), (b) Two sample original images, (c), (d) corresponding images after hair removal, and (e)-(f) their seg-

mented images.

consistent characteristics such as intensity, color, tex-
ture etc., which are different from other regions in the
image. In this paper, active contour model (ACM)
without edges proposed by Chan and Vese [11] is
employed for lesion segmentation. This method per-
forms segmentation based on the approximate shape
of contour in the image. By the function for minimal
partition problem, Chan—Vese proposed to minimize
the energy expressed by Eq. (1) with respect to ¢y, ¢,
and E. Here, F'is the initial contour, ¢, and ¢, are spec-
ified as the mean value of the region inside the E as
well as the mean value of everything outside the F,
respectively and u, represents the entire image.

F(c), ¢y, E) = nLength(E) + v.Area(inside(E))

+0 | e y) - of dxdy (1)
inside(E)
2
+ A J. |U0(sz’) _Cz| dxdy,
outside(E)

where L, v, A, A, are fixed parameters, selected by the
user to fit a particular class of images. In our experi-
ment, A, = A, = 1 and v = 0, as suggested by the orig-
inal paper. U is selected as 0.2 for the considered set of
images. Last two terms of the right side of equation
interpret two forces. The first term forces to shrink the
contour and the second term forces to expand the con-
tour. These two forces get balanced when the contour
touches the boundary of our region of interest. Two
sample segmented images using this method are
shown in Fig. 3.

3.3. Feature Formulation and Extraction

After the separation of the region of interest, next
step is to extract effective features from the segmented
lesion. Considered features should have the distin-
guishing characteristics between benign and malig-
nant categories. Therefore, extraction of distinct fea-
tures is the most important step for classification of
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lesions properly. In this paper, we developed shape,
size and color feature of the lesion based on ABCD
rule. The ABCD rule [12] is considered as a funda-
mental structure to detect a melanoma skin lesion.

One asymmetry feature: asymmetry score along
both axes, three border irregularity features: irregular-
ity with best fitted ellipse, area to perimeter ratio and
compactness index, two diameter features: average
diameter of the lesion and difference between princi-
pal axes lengths, and one color feature: color variega-
tion in the lesion are calculated in this work. The four
factors can be grouped into two categories: reflection
of shape properties of a lesion (4, B, and D), and color
information (C). To compute the shape features, some
properties of lesion, such as; area, centroid, perimeter,
orientation angle etc. are required to be determined
first.

Area (A) is determined by zeroth-order moment

(M, of lesion. The raw moments and central
moments of order (i + j) of a binary image f(x, y) are
calculated by Egs. (2) and (3), respectively. Centroid

(xy,¥,) of the region is then computed using Eq. (4)

My =Y 'y f(x, ), ()
Xy

my = (x = %) (v = y0) S (%), 3)
x oy

(X0 0) = [M—M—j @)

Eigenvalues (A, and A,) of covariance matrix for
binary image are calculated by Eq. (5). Semi-major

axis length of best fit ellipse, a = 2@ and semi-minor
axis length (orthogonal to the semi-major axis),
Vol. 29
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(c) (d)

Fig. 4. (Color online) (a) Segmented image with centroid and orientation angle, (b) translation and rotation according to centroid
and orientation angle, (c) flipped along major axis, (d) nonoverlapping region (asymmetry) between (b) and (c).

b= 2\/7Tz. The orientation angle (0) of the lesion is
determined by Eq. (6).

A = Mo T+ Moo \/(mzo — my)” + 4m, ’ (5)
2 2
tan @ = Moz — Mo + \/(moz — my)’ +4mj,
2my, 6
2my, ©)

2 2
My, — My + \/(moz —nmy)” +4my,

Using the lesion properties determined above, the
shape features (4, B, and D) are computed below.

3.3.1. Asymmetry index. Image coordinate system
is needed to be aligned with the segmented region by
placing the origin of coordinate system onto the cen-
troid of the region and then rotating it according to
orientation angle so that major axis is overlapped to
the x-axis of coordinate system. When the image coor-
dinate system is perfectly aligned with the region, the
object is flipped across major axis. Then the non-
overlapping region (AB,) between segmented image
(B) and flipped image (B,) is computed by Eq. (7).
The asymmetry index (451) across major axis defines
the ratio of the areas of AB, and B. Similarly, asymme-
try score across minor axis (4S52) is computed using
Eq. (8). The steps to determine the asymmetry score
(AS1) are demonstrated with a segmented image
lesion in Fig. 4.

AB,=B®B, ASI=28 (7)
B
AB

AB,=B®B, AS2==1. (8)

3.3.2. Border irregularity. One of the primary signs
of malignant melanoma is border irregularity [12, 13].
How deviated the object is from a regular shape indi-
cates the nonuniformity or irregularity. In order to
measure border irregularity, we consider regular ellip-
tical and circular shape here. The following three fea-
tures are determined to represent border irregularity.
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(A) Irregularity with Ellipse (BI1)

To determine the border irregularity with ellipse,
best fitted ellipse is constructed using centroid, major
axis length and minor axis length of the lesion best-fit
ellipse determined at the beginning of Section 3.3. The
nonoverlapping region between lesion and its best fit
ellipse defines the nonuniformity or border irregular-
ity (BI1), which is calculated by Eq. (9).

AE=E®B, BN=5%E (9)
AB

Here, B represents a skin lesion and E represents its
best fit ellipsoid region. AF and AB represent the areas
of nonoverlapping region and lesion, respectively. Fig-
ures 5a and 5b depict the best fitted ellipse for a lesion
and the corresponding nonoverlapping region,
respectively.

(B) Area to Perimeter ratio (BI2)

Another measure of border irregularity is the ratio
of area to perimeter (B/2 = A/P) of the segmented
binary lesion. It is one of the early distinct signs of
melanoma. Malignant lesions do have greater area to
perimeter ratio than that of benign lesions. In this
paper, perimeter is computed by applying the
Kimura—Kikuchi—Yamasaki method for boundary
path length measurement [39].

(a)

Fig. 5. (Color online) (a) Original image with best fit-
ellipse, (b) nonoverlapping region between lesion and
best-fit ellipse.
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Table 1. Thresholding of Red, Green and Blue channels for creating six colors

Colors Red Green Blue
White R>0.8 G=>0.8 B=>0.8
Red R >0.588 G<0.2 B<0.2
Light brown 0.588<R<0.94 0.196 < G <0.588 0<B<0.392
Dark brown 0.243 <R <0.56 0<G<0.392 0<B<0.392
Blue-gray 0<R<0.588 0.392<G<0.588 0.490 < B <0.588
Black R <0.243 G<0.243 B <0.243

(C) Compactness Index (BI3)

Compactness is a measure of closeness of the pixels
in the shape to the center of the shape. It represents the
smoothness of the lesion border. Since the most com-
pact shape is a circle, we define compactness by

BI3 =4nA/ P’. Circle has a compactness of 1, and for
all other shapes, compactness is less than 1 (between 0
and 1). Melanoma lesion is considered to have ragged,
uneven, blur, and irregular border and thus its com-
pactness score deviates from one and approaches to
Zero.

3.3.3. Diameter. Since, a melanoma lesion usually
grows larger than a common lesion, it is considered as
one of the most important distinguishing parameters.
To compute diameter, we consider two features of the
lesion: one being the average diameter of the lesion
(D1) and the other being the difference between major
axis and minor axis lengths (D2) of the best-fit ellipse.

(A) Lesion Diameter (D1)

Diameter defines the size of the lesion. A mela-
noma lesion generally has a diameter greater than 6
mm [40]. In this paper we determine the average
diameter of a lesion from its area (4), major (2a) and
minor (2b) axes lengths of its best-fit ellipse and it is

calculated as, D1 = (d1+d2)/2, where, dl = \/4A4/7,
and d2 = (2a + 2b)/2.

(B) Difference between Principal Axes Lengths (D2)

One pertinent feature of malignant melanoma is
the difference between major and minor axis lengths of

Estimated
color
score: 4

Estimated color score: 2

Fig. 6. (Color online) Color feature for two sample images.
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skin lesion (D2 = 2(a — b)). Malignant lesions are
characterized by larger D2 value, whereas normal
lesion is found to be of lower value.

3.3.4. Color feature. To represent the C letter of the
ABCD rule, we start by computing number of colors
present in the skin lesion. Normal lesion consists of a
uniform color [26]. They are often characterized by
brown, black etc. One early sign of melanoma is the
emergence of variations in lesion color. Usually malig-
nant melanomas contain three or more types of dis-
tinct colors. Even five or six colors may be present in
melanoma lesions. Regarding to the color variegation,
six different colors are considered in our work accord-
ing to PH2 database [38]. Colors which are considered
to be present in melanoma skin lesion are white, red,
light brown, dark brown, blue gray, and black. To esti-
mate color score, the segmented binary region is over-
laid on the original RGB image. Afterwards, this RGB
model is employed to estimate colors of skin lesion in
an image. We tried for several combinations of red,
green and blue channels to find these six possible col-
ors in the RGB color space for our considered 200
images. The best threshold found in the experiment is
given in Table 1.

First, the entire image is scanned, and the number
of pixels which belong to each region is counted. If the
number of pixels of an individual color is 5% of total
number of pixels in the lesion, then the color is
assumed to be present and the score of color is deter-
mined as the total number of colors estimated in the
lesion. This score ranges from 1 to 6. Figure 6 presents
color score of two sample images containing score 2
and 4.

3.4. Lesion Classification

Once the set of features built, following step is to
classify the lesions to detect melanoma. For our clas-
sification technique we used supervised learning
where output values are known before (back propaga-
tion algorithm, BNN). The dataset is split into three
categories: 70% for training, 15% for validation and
15% for testing. The weights and biases are initialized
with small random numbers, such as between —1 and
+1. Then, the output of NN is calculated according to
these weights, biases and inputs. This output is com-
Vol. 29
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Table 2. Feature values for ten sample benign images

Image from PH2 Asymmetry index Border irregularity Diameter Color

Dataset [38] AS1 AS2 BIl BI2 BI3 D1 D2 (O

IMDO009 0.07 0.05 0.048 62.7 0.98 245 26 1
IMDO016 0.13 0.12 0.09 71 0.86 261 73 2
IMDO022 0.12 0.13 0.1 79 0.66 429 85 1
IMD024 0.10 0.10 0.07 48.8 0.8 220 130 2
IMDO041 0.09 0.13 0.09 81.1 0.75 401 45.5 2
IMDO045 0.13 0.08 0.08 51 0.825 244 45 2
IMDO050 0.17 0.18 0.11 71.42 0.74 345 35 1
IMD118 0.13 0.20 0.14 66 0.74 320 51 2
IMD144 0.12 0.10 0.07 39.8 0.77 169 92 2
IMD146 0.06 0.14 0.099 63.4 0.77 315 148 3
Appx. Threshold <0.15 <0.15 <0.15 <90 >0.8 <350 <90 <3

pared with desired output, if it does not match, an
error signal is generated. Weights and biases are con-
tinuously adjusted to minimize this error. In our work,
the network consists of one input layer, one hidden
layer with 100 neurons and one output layer. Results of
images are applied as 1 or 0, where 1 defines malignant
and 0 defines benign lesion.

4. RESULTS AND DISCUSSION

The proposed methodology has been implemented
with MATLAB 2016a on a Core i5 CPU equipped
with 8GB RAM. In this section, experimental results
for the proposed approach are presented and dis-
cussed.

4.1. Feature Analysis

In order to illustrate the implementation results,
values of all features for ten benign and ten malignant
sample images randomly selected from PH2 dataset
[38] are shown in Tables 2 and 3, respectively. Based
on the feature values, images are classified as benign or
malignant. We can also determine approximate ranges
of feature values for being benign and malignant,
which are given in the last rows of Table 2 and 3,
respectively. These ranges are determined from feature
values of the entire dataset (200 images). If the feature
values for a particular image lie in the malignant
ranges, it is considered as malignant lesion and vice
versa. However, all feature values do not lie in the par-
ticular ranges for all images, an artificial neural net-
work is employed here for overall decision making.

From Tables 2 and 3, it is clearly evident that malig-
nant lesions have higher asymmetry index (>0.15 for
most of the malignant lesions) than that of benign
lesions along both image axes. Irregularity index with
respect to best fit ellipse (BI1) is also found similar to
asymmetry index. For malignant lesions, it is greater
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than 0.15 for nearly all images. Area to perimeter ratio
(BI2) increases with malignancy whereas, compact-
ness index (BI3) is decreasing for malignant lesion. In
our experiment we have found BI2 score greater than
90 and BI3 score less than 0.8 for most of the malig-
nant cases. In case of diameter, both parameters (D1,
D2) are larger for malignant lesions. Thus, approxi-
mate threshold values for average diameter and differ-
ence between principal axes are considered about
350 pixels and 90 pixels, respectively. In addition to that,
malignant lesions are found to have three or more colors.

Percentage of images (among 80 benign and 120
malignant) lying in the defined threshold ranges for
being malignant and benign are presented with respect
to all the features in Fig. 7 through Fig. 13. For five
features (BI1, BI2, C, D1, D2), above 64% benign and
65% malignant images lie in the particular threshold
ranges of benign and malignant, respectively whereas,
AS1, AS2 and BI3 find above 59% benign and 55%
malignant images in the particular ranges. Difference
between principal axes (D2) gives the highest accuracy
(78.5% for benign and 78% for malignant) among all
features followed by the color feature (83% for benign
and 64% for malignant) and Area to Perimeter ratio,
BI2 (77% for benign and 67% for malignant). Since,
these considered features can be categorized into two
distinct ranges for malignant and benign images, they
are able to distinguish malignant from and therefore,
can be considered as pertinent features.

4.2. Classification Accuracy of Overall System

The performance of the diagnostic system is
assessed with accuracy (ACC), sensitivity (SEN) and
specificity (SPC), which are calculated using
Egs. (10), (11), and (12) respectively.

__ TP

SEN=———,
TP + FN

(10)
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Table 3. Feature values for ten sample malignant images
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Image from PH2 Asymmetry index Border irregularity Diameter Color
Dataset [38] AS1 AS? BIl BI2 BI3 D1 D2 (0
IMDO080 0.2 0.28 0.19 127 0.7384 730 107 3
IMDO088 0.24 0.13 0.15 99 0.61 592 188 4
IMD090 0.27 0.16 0.2 121 0.56 800 299 3
IMD219 0.35 0.33 0.2 127 0.64 749 176 4
IMD242 0.25 0.18 0.15 78 0.54 451 90 3
IMD348 0.24 0.17 0.15 125 0.555 571 114 4
IMD404 0.43 0.32 0.26 93 0.52 607 141 3
IMD405 0.11 0.21 0.12 64 0.71 321 84.4 4
IMD407 0.23 0.38 0.25 92 0.64 554 233 3
IMD408 0.11 0.11 0.08 146.8 0.68 834 170.4 5
Appx. threshold >0.15 >0.15 >0.15 >90 <0.8 >350 >90 >3
TN whereas accuracy for diagnosing malignant lesions is
SPC=————, (11) 97.5%
TN + FP 70
TP + TN 3.
ACC = (12) 4.3. Accuracy of the Proposed Features

TP+ FN + TN + FP’

Here, TP (True Positive) represents number of
malignant lesions correctly classified as malignant, FP
(False Positive) stands for malignant lesions incor-
rectly classified as benign, whereas TN (True Nega-
tive) specifies number of benign lesions correctly clas-
sified as benign and FN (False Negative) stands for
benign lesions which are incorrectly classified as
malignant. Table4 shows the classification perfor-
mance of our proposed approach in a confusion
matrix. This table depicts that the proposed system is
capable of detecting all lesions with 98% accuracy,

2 Benign AS1
% @Benign AS2
7 80 Malignant AS1
:§ Zg L 62% 68% uMaliir::t AS2 <\<<\<\?
g S0 419% 42.5% mm
M \ N
E ]

(=)

=0.15 >0.15
Asymmetry indices (451, AS2)

Fig. 7. Percentage of benign and malignant images with
respect to the threshold values of 451, AS52.
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Each individual feature considered in this research
contributes significantly in the classification process.
In this work, classification accuracy for each individ-
ual feature is also determined by neural network. The
percentage of correctly classified images (malignant
and benign) by individual features are presented in
Table 5. It is found that each of the features is capable
of providing over 72% classification accuracy. D2 clas-
sifies the lesion with the highest accuracy (90%)
among all features followed by BI2 (87.5%). This table
also lists the sensitivity and specificity. All features can
individually diagnose malignant lesions with over 72%
accuracy and benign lesions with over 81% accuracy.
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Fig. 8. Percentages of benign and malignant images with
respect to the threshold value of BI1.
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Fig. 9. Percentages of benign and malignant images with
respect to the threshold value of BI2.
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Fig. 11. Percentages of benign and malignant images with
respect to the threshold value of C.

Therefore, the overall results indicate that the pro-
posed features are promising to effectively identify
malignant lesions.

4.4. Comparison with Other Published Works

A comparative study of our proposed approach with
some relevant published works from literature is illus-
trated in Table 6. For all previous method listed in the
table it is observed that, an increase in sensitivity (per-

Table 4. Performance analysis of our proposed system
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Fig. 10. Percentages of benign and malignant images with
respect to the threshold value of B/3.
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Fig. 12. Percentages of benign and malignant images with
respect to threshold value of DI.

centage of correctly classified malignant images) results
in decrease in specificity (percentage of correctly classi-
fied benign images) and vice versa. However, in this
research, satisfactory results for both sensitivity and
specificity are achieved with our proposed features.

5. CONCLUSION AND FUTURE WORKS

Due to rapid growth of melanoma skin cancer
patients, skin cancer has become a dynamic research

Actual benign (80) Actual( ggl)lgnant Sensitivity Specificity Accuracy
Predicted as benign TN=179 FN=3
7.5 8.75 8
Predicted as malignant FP=1 TP =117 97.5% ? % 98%
PATTERN RECOGNITION AND IMAGE ANALYSIS Vol.29 No.3 2019
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Fig. 13. Percentages of benign and malignant images with
respect to threshold value of D2.

field. Therefore, development of new techniques for
early diagnosis of melanoma cancer has become very
important. Several automated methods for skin lesion
detection have been reported in literature. However,

MAJUMDER, ULLAH

most of the works considered numerous features for
classification, which are not properly distinctive for
benign and malignant lesions. In this study, a perti-
nent feature extraction approach based on ABCD rule
for classification of dermoscopy images is presented.
We proposed seven features associated with asymme-
try, irregularity, color, and diameter of skin lesion. We
have reported the effectiveness and classification
accuracy for the entire system as well as for individual
features in this paper. Implementation results indicate
that our proposed features can effectively classify
lesions with a satisfactory level of accuracy, sensitivity
and specificity. In our system, the weights used in
BNN are same for all the images and this method has
been verified to be true for all types of images. Since,
the present approach provides a superior performance,
this will be an effective and accurate process for mela-
noma detection. However, the classification results
may be improved further by using deep neural net-
work, since this network is capable of learning from
large amount of data. Therefore, in future, deep learn-
ing algorithm will be taken into account for skin lesion
classification.

Table 5. Classification accuracy, Sensitivity and Specificity for individual features

Features Sensitivity, % Specificity, % Accuracy, %
Asymmetry score (AS1, AS52) 72.5 75 73.5
Border irregularity with ellipse (BI1) 80 81 80.5
Area to perimeter ratio (B/2) 87 88.75 87.5
Circularity index (B13) 72 72.5 72
Color variegation (C) 82.5 89 85
Average diameter (D1) 86 81 84
Difference between principal axes lengths (D2) 89 92 90
Table 6. A comparative study with relevant literature
Approaches Methods Image SEN SPC ACC
dataset size
Rastgoo et al. [21] Shape, color and texture features 180 92.00% 70.00% —
Mokrani et al. [22] | ABCD based algorithm for feature extraction 200 91.25% 95.83% 90%
Ferris et al. [23] 54 featqre.:s mcludmg border irregularity, 173 97.40% 44.20% _
eccentricity, color histogram etc.
Region growing algorithm for segmentation
Feature extraction and feature selection algo-
Korjakowska [25] rithms based on ABCD rule 200 90.00% 96.00% 93.24%
SVM classifier
Total Dermoscopic Score (TDS)
Chan-Vese segmentation algorithm
Proposed approach |ABCD rule 200 97.50% 98.75% 98.00%
ANN classifier
PATTERN RECOGNITION AND IMAGE ANALYSIS Vol. 29 No. 3 2019
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