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Abstract— The ease in digital imaging has led to a decrease in image fidelity where illegal reproduction of mul-
timedia information has become difficult to detect. The most challenging problem is to protect image copy-
right against illegal copies. Therefore a watermark detection process is required to verify the owner of the
image. This paper proposes a blind algorithm to extract the watermark. This algorithm is robust against noise
and geometric attacks for grayscale images. Robust feature points are detected using the Harris Detector. In
the embedding stage, sequences are placed into regions located around feature points. The sequences used
are PN, Gold and decimal. In the extraction process, image features are re-allocated using the same detector.
Each feature point is used as a center of an N X N region. This region is moved horizontally and vertically
within its neighboring pixels. Each move should be registered in a matrix as a correlation value of this region
with the initial sequence. This procedure is repeated for all feature points till we find all the watermarked
regions. The maximum correlation obtained will determine the center of the watermarked region. The pro-
posed algorithm is robust against a wide variety of tests and is compared to other schemes.
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1. INTRODUCTION

Today, content owners are eagerly seeking technol-
ogies that promise to protect their rights and secure
their content from piracy and unauthorized usage. The
two main kinds [2] of watermark embedding are:
Transform-based embedding and Feature-Based
embedding.

It should be noted that our paper is based on Fea-
ture-Based embedding with different pseudo random
sequences. In [7] Code division multiple access tech-
nique was used with sequence spread spectrum modu-
lation to ensure robustness due to redundancy. In the
receiver side, the image is normalized, and the same
PN sequence is regenerated. Finally the message is
decoded from the correlation values.

Transform-based embedding:

In [1] digital watermarking was inserted in the DCT
domain. Literature Review of inserting the watermark
in the wavelet transform is shown in [3]. In [6], the
image is transformed in the Fourier domain. Water-
mark is added to the log polar Fourier transform. At
the destination, inverse Fourier Transform was used to
obtain the watermarked image. In [10], the watermark
is embedded into the image in the frequency domain
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using DWT, SVD and torus automorphism tech-
niques.

Feature-Based embedding:

In [4], an algorithm has been proposed that inserts
watermark by building an image feature description
table (IFDT). This table includes Harris corner detec-
tion and Delaunay trigonometry. Watermark
extraction was done by regenerating Delaunay trigo-
nometry to the image. Then another table was used to
match the same features as in the embedding. After
geometric correction watermark was extracted. In [5],
watermarking is embedded and extracted using the
scale-invariant feature transform (SIFT). However this
method takes a lot of computation to search all the fea-
tures in the image. Principle axis alignment of embed-
ding circles is extracted to match the feature points. In
[12], the modified Harris-Laplace detector is used to
extract steady feature points. These points are used for
image correction. The feature points are saved as
secret key for the watermark detection. However, the
extracting process is complex as watermarked image
needs to be corrected before extracted. This correction
was done using linear equation, basically affine trans-
formation to see if the image has suffered rotation or
scaling attacks. In [13], feature points are obtained
from the normalized host image. Watermark is
embedded into the most stable feature points. They
have created a mask image that takes the bits from the
normalized image. This was done to know the rotation
and scale factors. The watermark is added in the mid-
dle frequency range of the DCT block. In the
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Fig. 1. PN Sequence Added to a Region.

extraction process, same normalization procedure was
done to the attacked image. DCT blocks are recalcu-
lated to detect the watermark. In [8], watermark is
embedded in the Delaunay triangles pattern, and the
watermarked image is rotated using affine transforma-
tion. In the detection procedure inverse affine trans-
form was used to recall the angle of the rotated image,
and using pattern recognition to detect the embedded
region. Xinguo et al, [9] have also used SIFT feature
points on the host image. To decide the embedding
location and capacity, the watermark sequence length
is adjusted by Neighbor interpolation. Watermark is
embedded into DCT low-frequency coefficients of
some qualified sub-blocks for the host image. Akarpol
et al. [11] proposed a better algorithm which uses both
time domain and frequency domain for embedding.
This method was used because in time domain the
image can be damaged by scaling and cropping, and in
frequency domain, image can be damaged by geomet-
ric attack or noise attack.

2. IMAGE WATERMARKING USING RANDOM
SEQUENCES

Many random sequences that are generated by pro-
cessors are seemed to be random. In fact random
sequence can be known if the generator algorithm is
known or its initial polynomial state. This scheme of
data hiding by adding random sequences uses the con-
cept of code division multiple access. Our message
vector to be sent through an image is spread over a
wide frequency band. This band is wider than the
actual bandwidth required, spreading signal. This
concept is robust against several attacks. Portion of the
data can be lost due to attacks, but the total watermark
information will be extracted.

PATTERN RECOGNITION AND IMAGE ANALYSIS

2.1. Random Sequences

2.1.1. PN Sequence. PN sequence is a robust
watermark because of its resistance against malicious
attack on an image. Here are some properties con-
cerning PN sequence used in image watermarking:

» Balance property: the sequence generated have
equal number of ones and zeros.

« Shift Property: For any maximal length sequence
and its cyclically shifted sequences, the agreements
and disagreements among them will be approximately
equal.

» Run property: A run in random sequences is a
sequence that contains a single type of a digit. In gen-

eral, a PN sequence of length n has a frequency #

o Autocorrelation Property: The autocorrelation
properties of pseudo noise sequences are similar to the
correlation properties of random noise, i.e. there is a
single autocorrelation peak.

Cross-correlation property: The cross correlation
function compares two different sequences rather than
shifting a sequence itself. Let a = (ay... ay_,) denoted
by the first generated step of a PN sequence. b = (b;...
by_;) second generated step. The cross correlation
between a and b is equal to zero because a and b are
orthogonal and 1 if a = £5.

2.1.2. Image Watermarking Using PN Sequence. To
simulate the effect of a PN over a region of an image,
the following chart describes the PN sequence addi-
tion to an arbitrary region. Figure 1 shows that a region
in the image is added to the PN sequence in order to
get the watermarked PN sequence is generated using
Vol. 27
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Fig. 2. Decision Rule when Extracting the Watermark.

MATLAB. Every watermark is added to an image
using the following expression:

1,6, ))=10,J)+kxW(,i)), 2.1)
where,

1, is the watermarked region.

1 is the main region.

k is the gain factor

W is the random sequence (in our case the PN
sequence)

In the extraction phase,

C=1,G7))xbG,)),
where b (i, j) is the newly generated sequence.
C=W(,)) + kWL, )) * b(i, )) = (I, ))b(i, )
+k X WA, j) * b(i, )), Wi, j) % b(i, ) = b*(i, ).
This shows that in the extraction process, the
watermarked image is multiplied twice with the noise
signal. So b? (i, j) becomes 1 and I(i, j)b(i, j) is the
unwanted term that can be filtered out during the cor-
relation threshold.

The detection process of the added sequence can
be resumed as follow (in Fig. 2).

(2.2)

2.2. Gold Sequence

« Gold sequences are heavily used in watermarking
due to their low values of correlation. The values are
same as for PN sequence.

« Gold sequences have a period of 2” — 1, therefore
when n increases, the number of gold sequence will
increase as the power of 2.

« Gold sequences are well balanced. The balanced
Gold-sequence is a sequence that the number of 1 is
the same with or only one more than the number of 0.

2.3. Decimal Sequence

Decimal sequences are obtained when a list of
numbers are represented in a decimal form in a base r
[15]. Decimal sequence can repeat in a watermark. D-

sequences of the form l, g being prime, exhibits the

q
property where the digits spaced half a period apart
add up to exactly r — 1, where the base is in which the
number has been expressed and for the same class of
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d-sequences, all the subsequences of length m, where
r"> q, are distinct. It was recently shown that d-
sequences can be generated using shift registers that
allow carry [16]. This can be done by using Tirtha
algorithm, which can be used whenever ¢ = tr — 1,
where r is the radix. We can apply this algorithm to an
arbitrary ¢ which let us generate d-sequences effi-
ciently.

3. HARRIS FEATURE POINTS DETECTOR
3.1. Feature Points Using Harris Detector

Among various detectors, Harris detector shows
the best performance. The Harris points are stable
points, resist against noises and geometric attack.
These points are robust against rotation, noise addi-
tion and different attacks.

The Harris feature points can reduce the amount of
computation compared to the processing of the whole
pixels of an image. It is rotation and noise invariant.
We also can find the strong Harris points where higher
resistivity against noise compared to the rest pixels in
the image. Each time Harris is applied to an image, the
results are the location of each point, the metric and
the count. Metric values are calculated with a
descending order with all values near zero. The bigger
these values are, higher resistivity against noise. Some
Harris points in noisy image might have higher
strength, but can be filtered by setting a threshold.
This threshold is chosen by the following equation:

(3.1)

where o€ {0 ,..., 1} and max X metric is the maximum
value of metric.

Thres = o.X max X metric,

3.2. Harris Corner Measure

Harris detector uses the second moment matrix as
the basis of its feature decision. The matrix A has val-
ues closely related to the derivatives of image intensity.

I’x(x) IxI
A(x)=2pqw<p,q){ X el (X)}, (32)
* IxIy) 1y

where I, and I, are the respective derivatives of pixel
intensities in the x and y direction at point x and p, ¢
are the values of the weighting function. The off-diag-
onal entries are the product of /, and /,, The diagonal
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Fig. 3. Feature Points Detected before Threshold.

entries are squares of the respective derivatives. The
weighting function w(x, y) can be uniform, but is more
typically an isotropic, circular Gaussian.

As it turns out, this A matrix describes the shape of
the autocorrelation measure as due to shifts in window
location. Thus, if we let A, and A, be the eigenvalues
of A, then these values will provide a quantitative
description of how the autocorrelation measure
changes in space: its principal curvatures. As Harris
and Stephens (1988) point out, the A matrix centered
on corner points will have two large, positive eigenval-
ues. Rather than extracting these eigenvalues using
methods like singular value decomposition, the Harris
measure based on the trace and determinant is used:

R = det(A) — a. X trace’(A)
=M XA, —o(h +1,)°

Where o is a constant.

Thus feature points are expressed as a local maxima
threshold:

(3.3)

{xc} = {xclR(xc) > R(xi)7
X; € W(xc)}’ R(xc) > tthreshold’

where R(x) are the Harris points calculated at x.
Example:

Harris detector is applied to the ‘Lena’ image. The
detector encountered 454 points. Adding sequence to
all these points will take a lot of computation.

Using equation (3.1) will limit the number of
detected feature points. The following figure shows
the strongest feature points in the image.

(3.4)

4. IMPROVED WATERMARKING ALGORITHM
4.1. Algorithm
Our algorithm can be summarized as follows.

PATTERN RECOGNITION AND IMAGE ANALYSIS
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Fig. 4. Feature Points Detected after Threshold.

4.1.1. Watermark Embedding Process.
Step 1. Read M X N grayscale image.

Step 2. Apply the Harris detector to allocate image
feature points. Calculate the first N points with high-
est metric values.

Step 3. Choose N regions each centered by a feature
point.

Step 4. A sequence is added to each region. Each
region can have a different sequence.

Watermark is embedded according to the following
equation:

o _ |Ri+K* PN
" \Ri  if messagevector =0,

if messagevector =1 @1

i={1,2,.., N},
where R is the region, R, is the watermarked region

The block diagram of the watermark embedding is
shown below:

Notice that PN1, PN2 ... PNN could be PN
sequences or different sequences like Gold sequences,
decimal sequences ...

4.1.2. Watermark Extraction Process.

Step 1. Read the watermarked image. Noise will be
added to account for attacks.

Step 2. M feature points will be detected by apply-
ing the Harris detector.

Step 3. For each feature point do the following:

« Move the region centered around it left, right, up
and down. Correlate each region obtained with differ-
ent PN sequences.

«The maximum correlation will determine the
region and its sequence embedded.

Step 4. Correlate each region obtained with its
sequence.

Step 5. Extract message vector.

Vol. 27 No.2 2017
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The block diagram of the watermark extraction
process is shown below.

4.2. Experiments

In our experiments, we have used 50 different
images taken from the image processing database [20]
including the 4 popular images (Cameraman, Lena,
Baboon, and Peppers) shown in the following figure.

Many experiments were implemented to evaluate
our proposed watermarking algorithm. We have used
256 X 256 gray-scale images, each with different tex-
tures. Our proposed watermarking algorithm is robust
against noise and geometric attacks. Increasing the
number of regions will result in a better extraction
scheme. Comparisons are performed with different
algorithms. Extraction process is evaluated by using
the 2-D correlation coefficient, which is given by the
following equation:

z“mz‘n[(Amn — Z)(an — E)]
Vzmzn(Amn - Z)szzn(/‘mn - Z)z

where A = mean (4), B = mean (B)

A and B refer to the original and extracted message
vector respectively.

It should be noted that we have used Matlab 2014
in all of our simulations.

4.2.1. Attack Free Experiment.

4.2.1.1. Embedding process. After reading the

image, Harris detector gave the following result which
is shown below:

R= (4.2)

We spotted 184 points by Harris feature detector.
Watermark embedding with such number of regions
will take a lot of computation and delay in the
extraction domain. Therefore, we will select the 7
most robust feature points according to the metric
value obtained from the Harris detector.

Table 1. Watermarked Region Detected after no Attacks

293

Original
image

Harris feature
points derector

/

Region 2

Region 1 Region N

PN2 PNN

PN1

‘Watermarked
image

Fig. 5. Block Diagram for Watermark Embedding Process.

Feature points with the highest metric values are
shown in the figure below:

We chose 5 out of 7 points randomly for watermark
embedding. Each point will be the center of a 15 X 15
region. PN sequence is added to this region as shown
in the figure below.

4.2.1.2. Extraction process. Each feature point is
moved in all direction as shown in Fig. 7. Each time
the feature point is moved a pixel, a value that corre-
sponds to the correlation of this region with its PN
sequence. The highest value will lead us to figure out
the center of each watermarked region.

The following figure contains the feature points
detected in our example.

No attack

3 regions 4 regions 5 regions

Cameraman PN 3/3, 100% 4/4, 100% 5/5, 100%
Gold 3/3, 100% 4/4, 100% 5/5, 100%

Decimal 3/3, 100% 4/4, 100% 5/5, 100%

Street PN 3/3, 100% 4/4, 100% 4/5, 100%
Gold 3/3, 100% 3/4, 100% 5/5, 100%

Decimal 3/3,100% 4/4,100% 5/5, 100%

Pepper PN 3/3, 100% 4/4,100% 4/5,100%
Gold 3/3, 100% 4/4, 100% 3/5, 100%

Decimal 2/3, 100% 2/4, 100% 2/5, 100%

PATTERN RECOGNITION AND IMAGE ANALYSIS Vol.27 No.2 2017
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Fig. 6. Extraction Process Threshold Based-Correlation.

4.2.2. Noise Free Images Results. Table 1 shows
the results of the proposed watermarking algorithm.
The watermarked image was not affected by any
attack like noise or geometric attacks. It is clearly
shown that the algorithm was able to detect the
watermarked regions. In each of the cases shown in
the table, regions were embedded with the same
sequence. PN and GOLD sequences have similar
properties for random sequences. Results were the
same for both sequences.

The bases used for decimal sequence are 3, 6 and 7.
And the prime numbers are 79 and 137 respectively.
The choice of these values is random.

For example in Table 1, in the case where five
regions were embedded using the cameraman image,

PATTERN RECOGNITION AND IMAGE ANALYSIS

the algorithm detected 5 out of 5 regions. In this case
the correlation of the message vector extracted with
the original vector is 100%, where no errors occurred
in the extraction process. For example for the Pepper
image and using the Decimal Sequence, 2 out of 3
regions were correctly detected and 100% of the water-
mark was detected.

4.2.3. Noise Attacks.

4.2.3.1. Noise addition experiments. We have used
Gaussian noise with different variances and Uniform
noise with different scales.

For example, when Gaussian noise is added to the
watermarked image with mean = 0, and variance =
0.1, the following image is obtained.
Vol. 27
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Fig. 9. Strongest Feature Points Location.

_ PN sequence added

Fig. 10. Watermarked Image.
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Fig. 14. Each Feature Point is Moved in these Directions.
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Table 2. Watermarked Region Detected after Noise Attacks

297

Additive Uniform noise with scale

0.15 0.2

Lena Scheme [17] 5/8 4/8 1/8
Our scheme 4/4 3/4 2/4

Baboon Scheme [17] 6/11 4/11 5/11
Our scheme 4/4 3/4 2/4

Pepper Scheme [17] 4/4 2/4 1/4
Our scheme 4/4 3/4 2/4

Harris detector is applied to the previous image.
Not all the feature points obtained are useful in the
extraction domain.

Each feature point is moved in all directions, and
then correlated to its PN sequences as shown in Fig. 14.

Each move should be saved in a matrix which con-
tains the value of the correlation of this region with its
PN sequence. The highest value will lead us to figure
out the center of each watermarked region.

The following figure contains the feature points
detected in our example. 4 out of 5 regions have been
detected. In this case, the extraction will be 100%.

4.2.3.2. Noise addition results. Table 2 shows the
same extraction scheme shown in table 1, but with
noise attack. Uniform noise was added with different
scales (0.1, 0.15, and 0.2). Our results are compared
with scheme [17].

Table 3 shows Bit Error Rate results for the Baboon
image compared with scheme [18] that uses DFT-
SVD embedding and extracting process. Gaussian
noise was added with different variances (10, 15, and
20). Average and Median filter attacks were also
applied.

4.2.4. Watermark Extraction with Geometric
Attacks. The embedding process will be the same as in

« Within each move, the region is correlated with its
PN sequence.

« Maximum correlation will determine the angle of
the image and the center of the watermarked regions.

We calculate the feature points by the Harris detec-
tor as shown in Fig. 4. 12.

4.2.4.1. Rotation attack results. Table 4 shows the
result after geometric attack. In geometric attack, all
regions will be detected by the algorithm, but the mes-
sage vector obtained will contain some error.

Compared to scheme [19], our results are better.
They have used the watermark edge detection tech-
nique. Table 5 shows the average detection results for
all the 50 images under different attacks. Extraction
process is evaluated by using the 2-D correlation coef-
ficient.

4.3. Comparisons of the Results Obtained
with Other Papers

The results of the proposed algorithm are com-
pared with Tang et al. method [17], Hu et al. method
[18] and Gao et al method [19]. These methods are
chosen because all of them belong to the feature-based

Table 3. Bit Error Rate

;}olﬁ (E)vf]:vous example. The process can be resumed as Baboon | Gaussian noise 10 5 20
« Reading the grayscale image. Scheme [18] 1.6 3.1 4.7
« Detecting feature points and selecting the robust Our scheme L1 2.8 4.1
among all the points detected. Average Filter | 2x2 3% 3 4% 4
« Adding sequences to each region centered on the Scheme [ 18] 16 31 L1
chosen feature points. ) ) '
« Watermarked image is rotated by an angle. In our Our scheme L1 2.8 9.8
case the angle will be 50°. Median Filter ) 3% 3 4x4
« The extraction process is summarized as follows Scheme [18] 16 31 15.9
" a.1 llicﬁilelcf[icég;(;n centered by a feature point is moved Our scheme 11 8 135
PATTERN RECOGNITION AND IMAGE ANALYSIS Vol.27 No.2 2017
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Table 4. Watermark Extraction after Geometric Attacks

Rotation Scaling
5 degrees 30 degrees 1.5 x 1.5 0.7%x0.9

Lena Scheme [19] 4/10 4/10 6/10 4/10

Our scheme 4/4 3/4 3/4 2/4
Baboon Scheme [19] 5/15 4/15 7/15 2/15

Our scheme 4/4 3/4 3/4 2/4
Pepper Scheme [19] 9/23 7/23 16/23 6/23

Our scheme 4/4 3/4 3/4 2/4

Table 5. Watermark Extraction under Different Attacks for
the 50 images

Attacks Average Extraction
Uniform noise scale 0.1 3.83/4, 0.61
Uniform noise scale 0.2 2.25/4,0.42
Gaussian noise variance = 10 3.21/4,0.58
Gaussian noise variance = 20 1.84/4,0.52
Median Filter 3 x 3 2.89/4,0.47
Average Filter 3 X 3 2.93/4,0.49
Rotation: 5 degrees 3.92/4,0.63
Rotation: 30 degrees 2.88/4,0.45
Scaling: 1.5 X 1.5 3.11/4, 0.56
Scaling:0.7 < 0.9 2.21/4,0.42

PATTERN RECOGNITION AND IMAGE ANALYSIS

watermarking group. Table 2 compares our method to
Tang et al method [17]. As shown in the table we com-
pared our results using the Pepper, Lena, and Baboon
images. Uniform noise with different scales was
added. In [17] Feature points were extracted by a
method called Mexican Hat. The watermark was
embedded into regions in the image using DFT
(Discrete Fourier Transform). Different values for
the embedded noise were tested. Our algorithm
detected all the four watermarked regions. In [17],
the detection was not reliable when the noise was
added to the image. Our proposed algorithm
extracts more stable feature points and the
extraction is more reliable.

In Table 3, we compared our results with scheme
[18] where they used DFT-SVD transformation. The
results were also better. Our algorithm gave lower Bit
Error Rate for Gaussian noise with different variances
and for Median and Average filtering attacks.

Vol. 27
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Fig. 16. Feature Points of the Watermarked Image
Rotated 50°.

Table 4 summarizes the experimental results after
geometric attack. Rotation and Scaling degrade the
quality of the image. Our algorithm detected the
watermark with less loss compared to method [19].

CONCLUSION

In this paper, we proposed a robust noise and geo-
metric resilient digital watermarking scheme. The
major contributions consist of:

« Block movement to account for noise attacks.

«Angle movement to account for geometric
attacks.

The proposed algorithm is robust against a wide
variety of tests as experimented in the previous sec-
tions. The extraction is better in noise attacks than in
geometric attacks.

+100% extraction of the message when the image
was not attacked.

« Increasing the intensity of the noise will lead to
some errors in the message vector.

Our scheme showed better results compared to other
schemes. Different noise scales were added to three dif-
ferent images. When the scale of the noise increases
above 0.1, our algorithm detected all watermarked
regions, whereas in [17], the detection missed 2 and 3
watermarked regions in each case. Our algorithm
detects the strongest watermarked regions. These
regions have the highest resistivity against noise.

« Rotation attacks will always occur an error in the
extraction process.

In rotation attack, our extracted watermark has a
better precision than scheme [19]. Although some
errors are present in our extracted message vector, our
scheme showed better correlation results.

PATTERN RECOGNITION AND IMAGE ANALYSIS
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When noise is added, two scaling parameters are
required to detect the message vector with less error:

« Increasing the dimension of each region, but note
that not all sequences can be generated as the dimen-
sion of the region.

« Increasing the number of embedded regions.

It should be noted that different sequences can be
embedded in different regions. For example, in the
same image we can embed the PN, Gold and decimal
sequence into different regions. And decimal sequence
can lead to better extraction results.
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