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12 1. INTRODUCTION

The few last years have seen a significant increase in
the amount and the availability of multi�temporal
images which brings a great challenge to the tradi�
tional pattern recognition approaches [1]. The great
spectral resolution of hyperspectral images offers an
exceptional characterization of land�cover types with
unrivaled accuracy. Nevertheless, the processing of
multi�temporal images turns out to be more challeng�
ing than common grayscale images. This is, mainly,
due to of the high dimensionality of data, their proba�
ble non�linear nature and the singular noise and
uncertainty level. Such uncertainties and non�lineari�
ties may result from several factors, including temporal
variability, heterogeneity of mixed pixels, as well as
acquisition distortions [2]. Such facts lead to a distinct
non�linear aspect of the classifier.

In hyperspectral imaging, different features (e.g.,
spectral, texture, or shape features) are used to
describe pixels from diverse kind of perspectives [3]. In
fact, due to the increasingly impressive computational
potential and the expeditious improvement of feature
extraction techniques, images (i.e., objects) are
described by features extracted from multifarious
points of view. Often, a data object described by many

1 This paper uses the materials of the report submitted at the 9th
Open German�Russian Workshop on Pattern Recognition and
Image Understanding, held in Koblenz, December 1–5, 2014
(OGRW�9�2014).

2 The article is published in the original.

features can be naturally decomposed into multiple
“views,” each modeling a subset of features (e.g., an
image may have a color view, a shape view, a textural
view, etc.). Following, we investigate the idea of prop�
erly combining different features in a 3D modeling
which may results in better classification accuracy [4].

Formally, each view represents an object in a defi�
nite feature space with some particular statistical char�
acteristics of processed data and an appropriate phys�
ical significance [3]. Since that each view reflects a
limited aspect and has distinctive intrinsic discrimina�
tive potential, a curious idea is to combine them into a
unified model of the spectral signature to boost the
classification accuracy. Nevertheless, most existing
techniques are designed for the single�view scenario.
This approach neglects the physical aspect and ignores
the underlying complementarity and correlation
between views.

The update of remotely sensed data to the multi�
view scenario should be done thoroughly and carefully.
To reach that goal, we introduce a 3D model including
various facets of the hyperspectral images: temporal,
spectral, and spatial. Moreover, an intuitive solution is
to combine multi�view features and to design a multi�
features algorithm which performs a low�level combi�
nation of complementary features in a supervised con�
text. The major purpose is to be able to cope with
dimentionality and lack of knowledge present in the
data, while following a soft�classification model con�
sidered for hyperspectral data interpretation. Nowa�
days, generative�discriminative learning research is a
growing area of research. A considerable improvement
begins to be shown when reviewing associated recent
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literature covering a wide variety of applications, such
as clustering [5], classification [6], and dimensionality
reduction [7]. Moreover, recent researches shows that
the adequate exploitation of information contained in
multiple views can substantially improve the recogni�
tion performance [8]. One typical case showing it’s
soundness is that a video clip can be represented by
different heterogeneous features, such as language,
shape, etc. Thereby, human perception is regularly
associated with various visual features, which can be
either appearance features or motion features (e.g.,
optical ow).

The remainder of the paper is organized as follows.
Section 2 is dedicated to problem formulation and lit�
erature review, Section 3 presents in greater details the
proposed approach. Section 4 shows the experiment
on a synthetic data set, while Section 5 illustrates the
experimental results on real hyperspectral data. Sec�
tion 6 finally draws the conclusions and the future
directions.

2. PROBLEM STATEMENT

When tackling hyperspectral data processing from
a 3D perspective, various refinements can be envis�
aged by considering hyperspectral images as a rich
source of information. In fact, combining information
from various data sources is become a prominent
research topic in machine learning [9, 10]. For this
purpose, some approaches have exploited the original
spectral information or other features linearly derived
from spectral signatures in order to separate classes
which are assumed to be linearly separable. In con�
junction, other methods, aiming to reduce data
dimensionality, were interested to extract features,
obtained through nonlinear transformations. This
allows either a suitable modeling of the inherent non�
linearity of hyperspectral images (e.g., kernels [11]) or
an optimal exploitation of the spatial information
(e.g., using morphological analysis [12]).

Pioneer works adopt the idea stipulating that if we
increase the number of features, the accuracy will
increase unquestionably. Perhaps strangely, the classi�

fier performance was not automatically improved
(reduced in some cases) by the profusion of multi�
bands images [13]. Concurrently, this phenomenon is
the after effect of the increase of spectral class variabil�
ity, Hughes showed that classification performance
decreased, as further features were involved. This phe�
nomena is designated by “the curse of dimensionality”
[14].

Moreover, one of the prominent issues of hyper�
spectral images is the relatively low spatial resolution
which is quite common with sensors covering wide
areas [15]. This can lead naturally to the challenging
problem of mixed pixels affecting seriously the classi�
fier accuracy. Conventional machine learning algo�
rithms, such as SVM or composite kernel machines
integrate all multiple views into one single view to
standardize the learning setting, Nevertheless, this
investigation is not physically meaningful since that
each view has a particular statistical characteristics
and induces an over�fitting when only few training
samples are available. Otherwise to single view case,
3D modeling of the spectral signature is a new para�
digm introduces the idea of modeling each specific
view and jointly optimizes them to exploit the redun�
dant informations and improve the learning achieve�
ment. Hence, Restricted Boltzmann Machines (GR�
RBM) learning has been receiving increased thinking.

3. A GAUSSIAN�BERNOULLI RBM BASED 
APPROACH FOR HYPERSPECTRAL 

CLASSIFICATION

The main objective is to study the effectiveness of
multi�temporal hyperspectral images classification by
using a Gaussian�Bernoulli RBM based approach.
Given a set of training data objects extracted from the
3D model of the spectral signature, the proposed clas�
sifier tries to learn a classifier by incorporating the
complementary information from features.

3.1. 3D Hyperspectral Signature Smoothing
for Noise Reduction

The few years have seen significant increase in the
amount and the availability of multi�temporal images,
and it brings a great challenge to the traditional pattern
recognition approaches. To overcome these draw�
backs, the authors proposed in [10] a novel model bap�
tized the “multi�temporal spectral signature” (Fig. 1).
This model is defined by putting the classical spectral
signature of the same pixel at different times in the
same 3D Cartesian coordinate system. In this way, we
obtain a bounded domain Ω and we denote by E = {p1,
…, pn} the set of points in �3 called sites. The Delaunay
triangulation of E, noted Del(E), is the geometric dual
of Vor(E). We denote by Vor(E) the Voronoi diagram of
E which is the subdivision of space instigated by the
Voronoi cells V(p1), …, V(pn).
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Fig. 1. 3D model of the spectral signature.
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Therefore, we obtain for each pixel a 3D multi�
temporal signatures defined by Eq. (1). This new
model incorporates the time (T) and the spectral (λ)
dimensions. So, we can express the reflectance (Ref) at
each pixel using the Eq. (1).

(1)

In this stage, the atmospheric distortions affecting
the reflectance values of pixels alter the position of
points in the 3D reconstruction space. Subsequently,
this noise turns into a geometric noise which requiring
a specific treatment in order to reduce its effects on the
classification accuracy.

The first contribution of this paper is the use of
Laplacian smoothing in order to limit the impact of
noise. Our choice was guided by the aim to establish a
simple and robust optimization of 3D signatures,
while maintaining both sampling rate and connectiv�
ity. The choice of Laplacian smoothing technique is
motivated by the fact that it changes the position of
nodes without modifying the topology of the multi�
temporal signatures.

Laplacian smoothing is a well studied method for
polygonal mesh [16]. We denoted by S a triangular
mesh surface, X is the vertices of the mesh, L is the
Laplacian, and λ is a scalar that controls the diffusion
speed. Our goal is to produce a new mesh surface S'
with an enhanced quality ratio. This quality reflects a
critical factor in the accuracy and stability of pattern
recognition tasks. The key idea is to, incrementally,
move the vertices of the mesh S in the direction of the
Laplacian. Since that the Laplacian operator is linear,
the smoothing equation is:

(2)

This investigation allows us to generate a smoothed
3D signature which is close as possible to S and pre�
serves the features of S. Then we generate for each
pixel a feature vector denoted Xi using the same fea�
tures as in our previous work [10].

RefPixeli j,
f T λ,( ).=

X n 1+( ) I λdtL+( )X n( ).=

3.2. 3D Hyperspectral Signatures Classification Using a 
GB�RBM Algorithm

The data produced by the previous stage are char�
acterized mainly by their high dimensionality and
their probable non�linear nature. To improve their
classification, we will need more sophisticated and
adapted framework.

The Gaussian�Bernoulli Restricted Boltzmann
Machines (GB�RBM) is a stochastic neural network
including a non�linear generative model. The theoret�
ical proofs of this model correspond to the require�
ments of our data. Recently, RBMs have attracted
much attention to address a wide range of pattern rec�
ognition problems. But, they are mainly employed to
initialize deep neural networks [17]. Briefly, the RBM
model mainly includes m visible units v = (v1, …, vm)
and n hidden units h = (h1, …, hn), with fully connect�
ing between them (Fig. 2). The visible units are com�
bined with the feature vectors extracted in the previous
section.

In our case, we assume given a training set Train =
f{(xi, yi)} involving for the ith pixel an input feature
vector xi and a target class yi ∈ {1, …, C}. As known, the
generative learning objective of standard RBMs aims
to minimize the energy of the inputs and to induce the
most truthful representation of the input. Neverthe�
less, this representation, which aims to model the
intra�class variation of the learning samples, is not
automatically useful for a classifier. Therefore, the
goal of this part is to adapt the well�known learning
objective to the classification of multi�temporal
hyperspectral images.

Recent researches such as Larochelle et al. [18] and
Louradour et al. [19] prove that RBMs offers a self�
contained framework to implement an efficient non�
linear classifier. Consequently, we propose to use a
learning objective that promotes inter�class separabil�
ity. To achieve this goal, the Gaussian�Bernoulli RBM
(GB�RBM) framework was adopted including vm vis�
ible units with real�value and hn binary hidden units.
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Fig. 2. RBM adopted architecture.
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Following the same theory, the energy function of the
GB�RBM is expressed as:

(3)

Under this configuration, the computation of condi�
tional probabilities is done by using the following
expressions:

(4)

(5)

where N denotes the Gaussian probability density
function with mean μ and variance σ2. As shown, the
proposed framework is a derived RBM model that
models the conditional distribution p(y|x) instead of
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p(y, x). To train the GB�RBM model, we use the con�
trastive divergence algorithm [20].

4. EXPERIMENTAL RESULTS

This section illustrates the performance of the pro�
posed method in a challenging multi�temporal classi�
fication case. The proposed approach was tested on
two different data sets. These datasets involve several
types of data, and with dimensions ranging from 176 to
183 bands. The first dataset, Hyperion, contains vege�
tation type data, is divided into five classes, has 183
spectral bands and has a pixel size of 30m. The second
set is from an airborne sensor (AVIRIS), divided into
7 closes, has 176 spectral bands and a pixel size of 18m.

First, we present experiments that assess the classi�
fication accuracy of the proposed approach (PA). We
also included an SVM classifier and a Multilayer
Pereeptron (MP) classifier in our comparison as a
baseline. Figure 1 and Table 2 summarizes the
obtained results.

Table 1.  Sequence of real images bands [6, 19, 33]) and their corresponding true classification maps (first time serie: 2009/2010)

03/06/2009 23/09/2009 27/12/2009 09/01/2010 30/04/2010

Real Hyperion 
images

Thematic map True map

Palm
Carex
Water
Soil
Henne

Palm
Carex
Water
Soil
Henne
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The results indicate that the proposed approach is
highly capable of classifying simulated data in a
noisy/free environment.

The Hyperion dataset benchmark constitutes a
challenging problem due to the significant presence of
noisy pixels in all available classes. Figures 3 and 4
report the classification accuracies and standard devi�
ations obtained as functions of the number of the size
of learning dataset.

It can be observed that very good results are
obtained by using more samples. For instance, with
only 400 learning samples, the proposed classifier
obtained an OA of 67.87% and a κ of 0.64. However, by
including 600 more samples (which come at more
cost), the proposed approach increased the OA to
85.16% (with κ of 0.76).

5. DISCUSSIONS AND FUTURE DIRECTIONS

In this paper, we have introduced an Gaussian�
Bernoulli Restricted Boltzmann Machines (GB�
RBM) framework offering a direct solution to the soft
classification issue for hyperspectral images process�
ing. Taken as a whole, the obtained results show the
effectiveness and the widespread applicability of this
idea for multi�temporal hyperspectral images classifi�
cation. The strength of the proposed approach lies in
enjoying the complementary of different facets of the
spectral signature and their integration in an united
3D model. Several additional challenges confronting
our perspective concerning mainly the lack of prior
knowledge and the heterogeneous nature of extracted
features. So beyond the classical schema of RBM clas�
sification, we introduced several useful and comple�
mentary enhancements to deal with multi�temporal
hyperspectral data. These included: globally inte�
grated learning of both labeled and unlabeled samples,
adapted distance metric based on kernel function.
These enhancements can be adapted and concate�

nated to meet the demands of challenging issue in
hyperspectral imagery.

In our case, more than one facet can be generated
to characterize the spectral signature. Instead of elect
one view from the original data, we were interested to
propose a model considering the divergence and the
complementarity of different facets. Through analyz�
ing the obtained results, we notice that we happened to
study the problems with respect to how to generate 3D
model and how to smooth it. The experimental results
show the promising accuracy compared to previous
works. We can conclude that an enhanced RBM clas�
sifier is practical and promising when introduced for
hyperspectral data processing, but it has not been well�
addressed until now.

Although promising study has been carried out in
this direction, several crucial research issues need to be
addressed in the future. Since the process of 3D model
generation, smoothing and classification largely influ�
ence the performance of learning, it is intuitive to
place more emphasis on this direction. It will be also
valuable to develop a general framework of multi�view
learning which includes the merits of die rent multi�
view learning methods.

Future work will focuses on several open issues. For
many real�world applications in phenomena monitor�
ing, risk management or information retrieval, the
data sets can be much bigger. For very large data sets,
our current implementation will be more effective if it
will be implemented in a parallel manner. It remains

Table 2.  Evaluation of the proposed approach compared to
several conventional approaches

Algorithm AVIRIS dataset Hyperion dataset

PA 88.24 85.16

SVM 85.67 83.47

MP 84.29 79.54
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Fig. 3. OA (%) accuracy results as function of the size of
learning dataset.
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Fig. 4. Kappa statistics results as function of the size of
learning dataset.
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an also interesting challenge to additional strategies
for the generation of soft labels (e.g., obtaining the
label estimates from the whole image) will be used to
fully substantiate our findings.

CONCLUSIONS

Recent advances in multi�temporal hyperspectral
imaging offer the opportunity to easily integrate tem�
poral and spatial facets by using a 3D model of the
spectral signature. While improving objects recogni�
tion, some challenges such as the curse of dimension�
ality and noisy data are still difficult to address and
need further improvements. To overcome these prob�
lems, this paper introduces two main innovations:
I, the noise affecting the multi�temporal signatures is
modeled and reduced by a post�processing Laplacian
smoothing method and II, the concept of Restricted
Boltzmann Machines (RBM) is introduced for hyper�
spectral data classification and the Gaussian�Ber�
noulli RBM framework is adapted to handle this chal�
lenge. The experiments prove the competitive results
of the proposed approach.
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