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From 2010 through 2013, the Seventh EU Frame�
work Program for Research and Technological Devel�
opment was actively designing the architecture, mod�
els, methods, and operation algorithms for systems
that monitor and manage the cybersecurity of infor�
mation infrastructures. These studies were united in
the Management of Security Information and Events
in Service Infrastructures (MASSIF) project [1], in
which groups of scientists and designers from Spain,
Italy, France, Germany, Portugal, South Africa, and
Russia took part. Our country was represented by a
research team from the Laboratory of Computer
Security Problems of the St. Petersburg Institute for
Informatics and Automation, RAS (SPII RAS).

The studies were based on a security event and
information management technology—a new inten�
sively developing trend in cybersecurity with a large
potential for detecting threats and generating counter�
measures to ensure the required level of security for
information infrastructures [2, 3]. The cybersecurity
monitoring and management systems oriented at this
technology require the operational collection, storage,
and subsequent analysis of data about security�related
events. Initially, these data are formed and fixed in the
system logs of various hardware and software compo�
nents of the computer infrastructure. These compo�
nents are servers, workstations, routers, network fire�
walls, database management systems, intrusion detec�
tion systems, antivirus tools, etc. Such information
protection systems can be called the first generation of
security monitoring and management systems. They

have been widely commercialized; however, the sphere
of their application, as a rule, does not spread beyond
information processes within computer networks.
Today an increasingly urgent problem is the detection
of cyberattacks and other malevolent actions not only
at the level where the events registered in network logs
are analyzed but also at the level of business processes,
as well as information obtained by physical sensors. In
addition, the well�known commercial security moni�
toring and management systems are facing serious
challenges as they operate in large computer networks.

The above�mentioned drawbacks of the existing
commercial security monitoring and management
systems and several other problems have necessitated
the MASSIF project aimed at building systems free
from the specified drawbacks and defined as new�gen�
eration cybersecurity monitoring and management sys�
tems. This article generalizes the main results of the
MASSIF project on the construction of such systems
and considers the possible application scenarios for
these developments.

TECHNOLOGICAL REQUIREMENTS
AND THE MAIN SOLUTIONS

The technological necessity of creating new�gener�
ation cybersecurity monitoring and management sys�
tems is predetermined by the current trends in the
development of information–communication tech�
nologies (ICTs), primarily associated with the support
of distributed infrastructures oriented at wide use of
the Internet. For contemporary ICTs, two paradigms
have become flagship: the Future Internet and the
Internet of Things. The first covers research projects
aimed at developing new architectures for systems that
actively use the global web, and the second represents
a concept of building a computer network that unites
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physical objects (“things”) capable of interacting with
one another or with the environment primarily by the
Internet. Both paradigms are event oriented; there�
fore, their implementation in information systems and
infrastructures will have to solve new cybersecurity
problems associated both with significantly increased
systemic information flows, which circulate through
the Internet, and with a sharp growth in the diversity of
sensors and devices that disseminate security informa�
tion via the Internet.

Another trend is the significantly increased role of
intelligent methods and services of cybersecurity. They
are the only possible instrument that helps process a
large amount of information, which is necessary for
making justified decisions on cybersecurity, and they
ensure protection modeling and prediction, as well as
the development of countermeasures and recommen�
dations. All this should significantly improve the effi�
ciency of cybersecurity.

The above information allows us to make two
important conclusions on the future of cybersecurity
monitoring and management systems. First, in the
near future these systems will increase their magnitude
because they are closest to the above�mentioned para�
digms and are aimed at solving new problems of infor�
mation security assurance. Second, the objectives of
cybersecurity monitoring and management will
become more complex, because they should affect dis�
tributed business processes under inaccessibility
and/or possible unauthorized alteration of data.
Therefore, the new�generation cybersecurity moni�
toring and management systems are designed to
implement intelligent methods most fully and can be
deployed as cloud�based services, when the assurance
and confidentiality of security information are becom�
ing especially urgent.

Thus, the technological need to create new�gener�
ation cybersecurity monitoring and management sys�
tems predetermines their orientation toward

• the development of reliable and stable means to
ensure user awareness about security [1–4];

• the improvement of the distributed management
of security for the adaptive configuration of security
policies;

• attaining a higher scalability for the required pro�
ductivity growth under an increased amount of pro�
cessed data;

• the use of innovative models of security predic�
tion, capable of proactive processing of security inci�
dents and events; and

• the decentralization of security event acquisition
and processing between central and remote compo�
nents.

The complex of decisions on the creation of cyber�
security monitoring and management systems, devel�

oped within the MASSIF project, ensures implemen�
tation of the following new functional capabilities:

• the interlevel correlation of security events,
incoming from various heterogeneous sources;

• adaptive and highly scalable event processing,
ensuring the management of large amounts of security
data in real time or with a minimal time lag;

• the prognostic analysis of security for the proac�
tive detection and prevention of attacks by taking the
corresponding countermeasures; and

• a high accessibility and resilience of security�
event data retrieval under a territorially distributed
protected infrastructure and an active and/or inad�
vertent attack on communication channels.

The generalized typical architecture of the new�
generation cybersecurity monitoring and manage�
ment system, proposed by the participants in the
MASSIF project, is shown in Fig. 1. It has the follow�
ing levels: network, data, events, and applications.

The network level includes data retrieval agents,
which are represented by all sources that provide
information about cybersecurity events, such as net�
work devices, servers, workstations, databases, inter�
network firewalls, antiviruses, and various sensors.

The components of the data level are a translator,
designed to preprocess and convert security event data
in line with the internal format, and command dis�
patch agents, which ensure the delivery of security
decisions to remote infrastructural components.

The main component of the event level is a data
bus, which is responsible for the dissemination of
information about security events and their guaran�
teed delivery to the other system components.

The components of the application level include

• an event analysis component, which ensures
adaptive support for all event�processing tasks and
functions in real time;

• a security data repository, which contains detailed
and generalized data delivered on requests to other
components;

• a countermeasure selection component, which
ensures the centralized verification and management
of security policies to protect infrastructural compo�
nents;

• a component that assesses the protection of an
informational structure, which provides for additional
analytical capabilities by implementing functions that
model attacks and analyze protection; and

• a visualization component, designed to deliver
security information in a graphic form, which is nec�
essary for its fullest perception and visual analysis.
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NEW�GENERATION CYBERSECURITY 
MONITORING AND MANAGEMENT SYSTEM 

COMPONENTS

The components mentioned in the previous sec�
tion in their totality implement a higher level of func�
tionality of the cybersecurity monitoring and manage�
ment system developed within the MASSIF project;
therefore, we may refer it to a new generation of such
systems. Of greatest interest in this respect are several
components that should be characterized in detail.

The first of them is the translator, which manages
heterogeneous data and protects confidential infor�
mation of remote infrastructural components by
implementing interlevel data acquisition procedures,
extended format processing, multilevel correlation,
aggregation, event field coding, and anonymization.

The second extremely important component is the
data bus. It creates a communication subsystem that
ensures highly stable data exchange under computer
attacks and other negative factors. Efficiency is
achieved by a number of methods that employ the
excessive accessibility in a physical network and enable
real�time search for optimal routes of security�event
data delivery. In order to restore missing packets, pro�
cedures are used to improve authenticity and mini�
mize packet resend, thus minimizing time delays.

The event analysis component makes it possible to
process several hundred thousand events per second
without any corrections to the rules of event manage�
ment. The constant storage of selected events in mem�
ory enables on�the�fly criminalistic analysis. Events
may be processed in a distributed environment, in
which high component scalability ensures a suffi�
ciently high efficiency of event filtration, conversion,
aggregation, abstraction, and correlation. The event

analysis component has computational adaptability;
i.e., it can control input loads. If an input load sharply
increases, it automatically initiates task execution on
new nodes, lifting off peak loads and distributing tasks
evenly, and, in the case of downtime, it signs off
unnecessary nodes.

We cannot but single out the countermeasure selec�
tion component, which, employing configuration rules,
helps to develop and implement security policies for
external systems in a coordinated manner. This com�
ponent performs several functions: it determines poli�
cies on the basis of the model used for data access dif�
ferentiation, manages conflicts, models policies, and
consolidates security specifications through various
infrastructural components. A response to a warning is
carried out by analyzing and selecting possible coun�
termeasures and is accompanied by the assessment of
the value indicators of protection. If the optimal coun�
termeasure is selected, the component creates new
security policies aimed at security implementation. In
the case of multiple cyberattacks, procedures to
restore the protection level are considered.

The four above�described components were devel�
oped by foreign participants in the MASSIF project.
The Russian participants in the project, represented by
the team of the Laboratory of Computer Security
Problems, SPII RAS, were responsible for the devel�
opment of a hybrid ontological data repository, a com�
ponent of attack modeling and security evaluation,
and a visualization component.

The basis of the data repository, designed for the
cross�platform integration of various components of
the cybersecurity monitoring and management system
[5–7], is a service�oriented architecture that imple�
ments the concept of building distributed information
systems, in which program modules are united by
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well�defined interfaces and interaction rules. The
architecture of the data repository, which complies
with this approach, is divided into two levels; data
storage and web services (Fig. 2).

The data storage level includes a relational data�
base, an extensible markup language (XML) database,
and a triplet database. The need to have three different
databases in the repository is predetermined by the
high efficiency of the hybrid ontological approach to
the storage of security�event data, which combines the
advantages of all basic models of data representation
and ensures logical input and, consequently, decision
making.

The relational database is a traditional tool for
security�event information storage. It is ubiquitous in
information security monitoring and management
systems of the first generation. The next two types of
databases are considered new trends in the develop�
ment of data storage systems. The need for the XML
database is predetermined by the fact that the XML
language currently serves as the basic and, in some
cases, standardized linguistic tool to represent infor�
mation about various events. The triplet database is a
tool to represent security knowledge and to implement
logical inference. In addition, a triplet is understood as
a semantic structure of a subject–predicate–object
type. Triplets make it possible to formalize knowledge
as ontologies. Ontologies, employing the capabilities
and advantages of descriptive logic, which underlies
them, make it possible to implement logical inference
in cybersecurity monitoring and management sys�
tems, thus endowing them with intelligent capabilities
for decision making.

The web�service implementation level is divided
into a data access layer, a management layer, and an
interface layer. The data access layer is a mediator
between databases and various web services. On this
layer, data are retrieved on request in line with the data
models. Moreover, here the information access rules

are verified. The management layer is responsible for
data manipulation (search, read, delete, etc.) and data
integrity; the interface layer is responsible for the
interaction between the repository and the end user or
other system components.

The security evaluation component is designed to
analyze security events in order to detect attacks, rec�
ognize the behavior models of potential malefactors,
and anticipate their subsequent steps. It can generate
attack graphs and assess net protection by analyzing
and calculating protection metrics. The obtained
results are reflected in reports, which contain recom�
mendations to improve the security level [7–14].

The input data of the security evaluation compo�
nent include

• the parameters of the information infrastructure
configuration;

• a set of authorities or access rules, which consti�
tute the content of security policies;

• warnings and alerts formed in other system com�
ponents;

• vulnerability data, attack templates, etc., which
the component loads into the data repository from
external information sources;

• the profiles of potential malefactors, including a
large number of characteristics; and

• the required values of security metrics, which
form the security requirements applicable to a cyber�
security monitoring and management system in gen�
eral.

The output data obtained during the operation of
the security evaluation component reflect

• vulnerabilities detected in the information infra�
structure;

• possible cyberattack routes and targets (attack
graphs);

• dependences between the information infrastruc�
ture’s services that affect its security;

• the infrastructure’s security “bottlenecks”;

• corrected attack graphs in the case of network
reconfiguration;

• predicted malefactor’s further steps, which may
occur in the current situation;

• the calculated values of security metrics used to
assess the general level of infrastructure and its com�
ponent protection;

• the possible consequences of attacks and coun�
termeasures implemented; and

• proposals to improve the general level of protec�
tion, based on metrics, policies, and security instru�
ments.

Let us characterize the elements of the security
evaluation component, the architecture of which is
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shown in Fig. 3. The loader fills the data repository
with information received from external databases
about vulnerabilities, attacks, configurations, plat�
forms, and countermeasures. The generator of specifi�
cations converts information about network events,
configurations, and security policies, obtained from
the event analysis component or the user, into the
internal representation. The malefactor�modeling
module determines the individual characteristics of
malefactors; the level of their qualification; the initial
position (inside or outside the infrastructure, the pos�
sible access point, etc.); multiple authorities; already
existing actions (attacks), the repetition of which can
be predicted on the basis of data about certain events
and warnings; and knowledge about the analyzed
infrastructure.

The attack graph generator plots the graphs by
modeling the sequences of the malefactor’s attack
actions in the analyzed infrastructure and using infor�
mation about various possible cyberattacks, service
dependences, network configurations, and security
policies used. This element can also plot attack routes,
taking into account the “zero day” vulnerabilities, the
zero day being construed as unknown vulnerabilities
used by malefactors to discredit the system resources.

The security analyzer supports the decision selec�
tion process by defining verification events and warn�
ings, possible future security events, and countermea�
sures. Here probabilistic simulations of multistep
attacks are generated; the efficiency of various coun�
termeasures is calculated; and complex objects—indi�
vidual attack sequences—are generated, as well as
their totalities of the general attack graph. The security
metrics of these objects are determined, supplement�
ing the assessment of the general protection level, and,
if necessary, recommendations to restore the general
protection level are generated.

The final data about detected vulnerabilities,
implemented and potential attacks, their strategies,
and recommendations to improve the protection level,
taking into account the set of countermeasures and
formulating the content of various security policies,
are formed by the report generator.

Another component created by the Russian partic�
ipants in the MASSIF project is the visualization com�
ponent, designed to analyze security information [15,
16]. The architecture of this component includes three
layers: a user interface, control services, and graphic
elements (Fig. 4). The first layer supports various
graphic interfaces, beginning with a simple command
line and ending with a complex multiwindow interface
with control panels.

The layer of control services is seen as a visualiza�
tion control module. Taking into account the function
performed, this layer has two main elements: a con�
troller of graphic elements and a service manager. The
controller of graphic elements provides a standard

interface for work with visualization flows, ensuring
the creation and cessation of a graphic flow at the level
of graphic elements. The service manager ensures the
linkup of security monitoring and management ser�
vices.

The layer of graphic elements includes a library of
the necessary graphic primitives: graphs, radar charts,
histograms, tree maps, geographical maps, etc. The
graphic elements process input data, reflect them, and
contribute to their interaction with the user.

APPLICATION SCENARIOS
FOR NEW�GENERATION CYBERSECURITY 

MONITORING AND MANAGEMENT 
SYSTEMS

The above�considered characteristics of the con�
struction and functioning of the components of new�
generation cybersecurity monitoring and manage�
ment systems make it possible to formulate proposals
how to use these systems. The main advantage of the
developments within the MASSIF project lies in the
significant extension of the field of their application
compared to traditional commercial systems of this
type. The latter, as was already mentioned, are ori�
ented primarily at their use in small and medium�sized
computer networks with a low degree of territorial dis�
tribution, small or medium�sized productivity (up to
several thousand events processed per second), and a
high reliability and authenticity of data exchange.
New�generation systems, on the contrary, are able to
operate in information infrastructures with a high
degree of territorial distribution due to the use of the
Internet as a communication subsystem, a high level of
productivity (up to several hundred thousand events
processed per second), low reliability, and a low
authenticity of data exchange.

Three scenarios were selected and analyzed as test
fields of application to demonstrate the advantages of
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the new�generation cybersecurity monitoring and
management systems.

The first scenario considered a computer infra�
structure that corresponded to the infrastructure of the
Olympic Games. It is characterized by the need to
process several hundred thousand events per second
and, consequently, a high productivity. Three types of
servers were the objects of unauthorized access on the
part of malefactors: the accreditation server, the event
server, and the authentication server, the first two serv�
ers being parts of the network’s demilitarized zone.
These servers are used to register athletes and referees,
as well as sporting event data. The authentication
server belongs to the central part of the protected
infrastructure. All servers process information of dif�
ferent types, coming both from workstations that are
elements of the local computer net infrastructure of
the Olympic Games and from the outside via the
Internet. The malefactor who planned to attack the
above servers was an external user in this scenario.

A typical attack scheme includes five stages. At the
first stage, remote control is established over the sport�
ing event server in order to ensure its further analysis.
During this stage, vulnerabilities are scanned, mali�
cious software is embedded, the code is remotely exe�
cuted, and the files on this server are cracked. At the
second stage, the malefactor increases his authorities
by “brute force” attacks on the password of the local
administrative account of the operating system (this
attack is based on password guessing). At the third
stage, the computer network is investigated for avail�
able vulnerabilities in order to identify open ports on
the authentication server; at the fourth stage, the “zero
day” attack is carried out aimed at a previously
unknown vulnerability. Thanks to the execution of this
attack, the malefactor acquires the possibility to exe�
cute remotely ad hoc commands on the authentica�
tion server. Finally, the fifth stage consists in finding an
account that ensures access to the accreditation
server’s applications.

The malefactor’s actions are reflected in the
unusual activity of the servers of authentication and
accreditation. Despite the fact that the activity growth
is accessible for observation, its opportune identifica�

tion against the backdrop of a great amount of other
security events processed by the system becomes a
hard task with which the new�generation cybersecu�
rity monitoring and management systems are designed
to cope. This is the specifics of their functioning.

The model of the second scenario of the possible
implementation of the new�generation cybersecurity
monitoring and management systems is shown in
Fig. 5a. The protection object in this case is a territo�
rially distributed computer infrastructure in which
security�event data acquisition and delivery from the
periphery to the center and the transmission of deci�
sions on the use of countermeasures from the center to
the periphery are carried out via a telecommunication
medium exposed to multiple impacts. The infrastruc�
ture under consideration includes remote elements,
which are mobile devices; a confidentiality�providing
system; a system of communications (i.e., data pack�
ets delivery) and a data storage system, each of high
stability; and a system of centralized event correlation.
According to the scenario, the malefactor attempts an
attack from a remote mobile device, and the cyberse�
curity monitoring and management system is to sup�
port a high reliability of data transfer between the ele�
ments of the distributed infrastructure and to correlate
events under the possible incompleteness and incon�
sistency of the data stored.

The third scenario considers a critical information
infrastructure designed to manage waterworks (a dam)
(Fig. 5b). Its characteristic feature is the need to
ensure the joint data processing of security events
coming both from traditional sources and from various
sensors, which record the physical parameters of the
state of the elements of the waterworks infrastructure
(in the modeled case, the water surface level, pressure,
temperature, etc.).

The cybersecurity monitoring and management
systems together with the dam control system com�
prise the control center. The control system includes
the chief control server (in the figure, CCS) and a
database, containing the values of physical parame�
ters. The parameter values are collected via remote
control servers (RCSs). Overall, these elements exe�
cute operating services to control the dam. The cyber�
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security monitoring and management system includes
special event translation agents (Tr.) on all control
servers and supplements the capabilities of the system
of data control of nonoperating security services. The
values of parameters recorded by the physical sensors
are transmitted via the data bus to the system’s analyt�
ical components, and information from the database
of the dam control system also comes there. As a
result, the cybersecurity monitoring and management
system implements its main task in this scenario: it
improves the security level of the critical infrastructure
by implementing the interlevel correlation of security

events at the level of computer�network elements and
at the level of physical sensors.

* * *

The development of methods and models in the
sphere of security event data representation, collec�
tion, storage, and processing, which make it possible
to comply with the current requirements for the cyber�
security monitoring and management system, is an
urgent scientific problem of great national and eco�
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nomic significance, setting new directions for scien�
tific research in the sphere of information security.

The solutions considered in this article can be used
either as new�type cybersecurity monitoring and man�
agement systems or independently to improve the effi�
ciency of the existing protection tools and systems in
order to achieve a higher level of security of informa�
tion infrastructures in various subject areas.
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