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Abstract—Mathematical models of the dynamics of elastoplastic, granular, and porous media are
reduced to variational inequalities for hyperbolic differential operators that are thermodynamically
consistent in the sense of Godunov. On this basis, the concept of weak solutions with dissipative shock
waves is introduced and a priori estimates of smooth solutions in characteristic conoids of operators
are constructed, which suggest the well-posedness of the formulation of the Cauchy problem and
boundary value problems with dissipative boundary conditions. Additionally, efficient shock-captur-
ing methods adapted to solution discontinuities are designed.
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1. INTRODUCTION
Special formulations of nonstationary equations of continuum mechanics in the form of thermody-

namically consistent systems of conservation laws were previously studied by Godunov and his colleagues
and students [1–4]. Such formulations were obtained for gas dynamics equations, elasticity theory, mag-
netohydrodynamics, electrodynamics, etc., and were found useful in the study of well-posedness of
boundary value problems with initial and boundary conditions, in the analysis of discontinuous solutions
with shock waves, and in the construction of finite-difference and finite-volume schemes for the numer-
ical solution of boundary value problems.

Given a continuous medium with an m-dimensional vector  of state functions, the governing
equations for  in the form of a thermodynamically consistent system of conservation laws are for-
mulated using generating potentials  and  ( ;  is the spatial dimension of the model).
The equations are written as

(1.1)

where  is a given -dimensional right-hand side vector and  is a first-order quasilinear differential
operator (the angle brackets indicate a functional dependence):

Generally speaking, the vector  depends on the variables . The generating potentials can also
depend on  and  regarded as parameters if the medium is inhomogeneous or its properties vary with
time. However, these arguments are omitted in what follows to simplify the formulas.

The system of thus written equations involves an additional equation in divergent form,

(1.2)
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and has a corresponding integral conservation law, which is consistent with the conservation laws of the
basic system (1.1) for smooth solutions, but may contradict them in the case of strong discontinuities,
namely, shock waves. In solid mechanics models, Eq. (1.2) represents the energy conservation law written
in differential form. The generating potential  usually depends on an additional parameter (tempera-
ture or entropy) that remains constant in the domain of smoothness of the solution and suffers a jump
across the discontinuity surfaces, thus ensuring the fulfillment of this law. However, if the additional
parameter is not taken into account in specific models (e.g., in the case of isothermal or isentropic pro-
cesses), then the violation of the law across the discontinuities is justified, since there has to be an outflow
of energy behind the shock front to ensure the isothermal or isentropic property of the f low.

Assuming that the generating potentials are continuously differentiable, the equations of the basic sys-
tem are transformed into a nonconservative matrix form

(1.3)

with symmetric matrix coefficients  and . If the matrix  is positive definite, which holds in the
case of a strongly convex generating potential , then the system under consideration is -hyperbolic
in the sense of Friedrichs [5]. In some sense, hyperbolicity guarantees the well-posedness of the mathe-
matical model and makes it possible to analyze it by applying well-developed numerical methods and
techniques.

The main goal of this paper is to generalize the given approach to models of dynamics of deformable
elastoplastic, granular, and porous materials. Such models are used to describe thermodynamically irre-
versible processes and are formulated in the form of variational inequalities following directly from the
fundamental principles of nonequilibrium thermodynamics.

2. VARIATIONAL INEQUALITIES
As a generalization of system (1.1), we consider the variational inequality

(2.1)

Here,  is the set of admissible variations of the vector  (F is assumed to be convex and closed in the -
dimensional arithmetic space and, generally speaking, depends parametrically on  and ) and  is an
arbitrary element of  In mechanics of elastoplastic media, the variational inequality represents a formu-
lation of the von Mises maximum principle, according to which, for a given rate of plastic deformation,
the dissipation rate takes a maximum value under actual stresses. The boundary of  in the stress space is
a yield surface in the material. If the vector  lies inside , then, since the variation is arbitrary, (2.1)
yields system (1.1) describing an elastic process. If  is a boundary point, then the associated law of plastic
flow holds, according to which the vector of the plastic strain rate equal to the difference  is
directed along the outward normal to the boundary of 

An important feature of the model formulation in the form of variational inequality (2.1) is that it, as
well as numerical algorithms relying on it, automatically takes into account the elastic unloading condi-
tion. If unloading occurs after an irreversible deformation at some point of the medium, i.e., if the vector

 in the phase space moves from the boundary to the inside of , then the system of elasticity equations
(1.1) holds at this point.

The generalization of the von Mises maximum principle to arbitrary thermodynamically irreversible
processes known as the fundamental principle of Ziegler plays an extremely important role in physics,
chemistry, and biology (see [6]). It can also be used to model conditions at solution discontinuities in non-
equilibrium thermodynamics.

Below, we give examples of solid mechanics models admitting formulation (2.1).

2.1. Theory of the Prandtl–Reuss Elastoplastic Flow

In this theory, the variational inequality is written for the velocity vector  and the symmetric stress
tensor  [7]:
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Here,  is the density of the medium and  is the fourth-order tensor of elastic compliance moduli, which
is positive definite and has a special symmetry. We use the standard notation and tensor analysis opera-
tions.

Since the velocity variation is arbitrary, the above inequality yields a system of equations of motion.
The condition that the term with the stress tensor variation is nonnegative, which follows from this
inequality at , is in total agreement with the formulation of the von Mises principle. The components
of the vector  in the transition to variational inequality (2.1) are the components of velocity and the stress
tensor in Cartesian coordinates written in a column. The generating potentials are defined as the following
quadratic functions (the subscript denotes the projection of a vector onto a coordinate axis):

(2.2)

In this example,  is a linear differential operator with constant coefficients.
A similar inequality describes dynamic processes in structurally inhomogeneous materials within the

theory of the Cosserat continuum, which takes into account the rotational degrees of freedom of micro-
structure particles. The corresponding vector  consists of the components of the linear velocity vector,
the nonsymmetric stress tensor, the angular velocity vector, and the couple stress tensor, which is also
nonsymmetric (see [8]). A more general variational inequality for a nonlinear operator appears in the the-
ory of hardening elastoplastic media. In this case, in addition to the velocity and stress components, the
vector  contains the components of the tensor parameter of translational hardening and the scalar
parameter of isotropic hardening [7].

2.2. Model of an Elastoplastic Granular Material

In the case of a granular material, whose behavior under tension and compression differs significantly,
constitutive equations for describing material deformations are derived using the generalized rheological
method [9]. The mathematical model of an ideal medium with elastoplastic particles is brought to the
variational inequality

Here,  is a symmetric tensor of conditional stresses and  is the projector onto the convex closed
cone  with vertex at the origin that contains all possible admissible stress tensors corresponding to a
compression state. The projection onto the cone is calculated with respect to the Euclidean norm

.
In an ideal granular material, there are no couplings between the particles, so there are no stressed

states other than compressions. This property is described by a closure equation for determining the tensor
 in terms of .

Let  and  denote vectors with components ,  and components , , respectively. In this notation,
the variational inequality of the model is transformed into matrix form:

(2.3)

where  and  are symmetric matrices with constant coefficients, which can be obtained by differentiat-
ing the elastoplastic quadratic potentials (2.2) twice with respect to , and  is the projector onto the
cone  with respect to the norm of the positive definite matrix .

However, for granular materials, it seems that formulation (2.3) is not reduced to (2.1), i.e., corre-
sponding generating potentials cannot be constructed. Let us show how this can be done for a regularized
model that takes into account a weak elastic coupling between the particles under tension.

Following the regularization procedure, the closure equation in (2.3) is replaced by an equation with a
small parameter  (elastic modulus of the coupling):
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Since the projection onto the convex cone with the vertex at the origin has the property 
(see, e.g., [9, Chapter 2]), the above equation can be inverted so that

By setting

(2.4)

the model is reduced to variational inequality (2.1) for the vector function .
Indeed, by using the properties of the projection onto the cone established in [9], we can prove that the

generating potential  is a continuously differentiable function such that

Moreover, since the projection onto cone with the vertex at the origin taken with respect to the norm
 satisfies the equation , we have the continued equality

which implies that  is a strongly convex function for  This guarantees the hyperbolicity of the
differential operator .

2.3. Model of a Porous Medium

In contrast to usual elastoplastic materials (metals and their alloys), porous media have different
mechanical characteristics before and after the collapse of the pores when influenced by external dynamic
or static loads. The pore collapse leads to an increased stiffness of the material. This behavior is taken into
account in the mathematical model of [10], which is also constructed using the generalized rheological
method. The variational inequality for this model has the form

Here,  is a symmetric positive definite fourth-order tensor of elastic compliance moduli of the porous
skeleton;  is a tensor with the same properties characterizing an increase in the material stiffness under
the pore collapse; and  and  are symmetric stress tensors, which determine the actual stress tensor  and
describe the skeleton’s stress state and its variation due to the contact interaction of the skeleton walls after
the pore collapse.

Depending on the porosity of the medium, plasticity can arise before the pore collapse (as a rule, in
high-porosity materials) or after it. As in the previous models, the transition to plasticity is described using
a convex closed subset  of the stress space bounded by the yield surface of the material. Initial porosity,
which is, in the general case, inhomogeneously distributed over the medium, is taken into account in
specifying initial data.

The vector  is made up of the velocity components and the components of the stress tensors  and ,
while, in the vector  the tensor  is replaced by its projection  onto the cone . Then these vectors
are related by the equation , and the variational inequality of the model is written in the form
of (2.3) with matrix coefficients of suitable dimension. Thus, in the general notation, the considered
model of a porous medium is entirely similar to the model of an ideal granular medium. Therefore, after
passing to a regularized closure equation with a small parameter  namely, to

the model can be reduced to variational inequality (2.1) with generating potentials (2.4).
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Fig. 1. Truncated conoid for estimating solutions.
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Note that, if the above models take into account the rotational motion of the particles, then one can
obtain new refined mathematical models of structurally inhomogeneous granular and porous materials in
the form of (2.1).

3. INTEGRAL ESTIMATES

Below, we consider some general properties of solutions to variational inequality (2.1). Let  and
 be continuously differentiable solutions determined in a closed domain . In what follows, we

assume that the generating potentials  and  are three times continuously differentiable func-
tions and the vector function  satisfies the Lipschitz condition with respect to .

Setting  in (2.1) and  in the variational inequality characterizing the solution ,
after summing the results, we obtain

(3.1)

To estimate the influence exerted by the right-hand side vector on the solution, we consider the general
case when the vector function  involved in the variational inequality for  differs from the vector func-
tion  in (2.1) and both depend on  and .

An inequality similar to (3.1) is the starting point for deriving a priori estimates for the integral norm
of the difference between solutions of the hyperbolic system of quasilinear equations (1.3) in characteristic
conoids of the differential operator. Such estimates were obtained, for example, in [2, 11, 12], and they
have the same form for solutions of the variational inequality.

Consider a truncated conoid  in the space of variables  with bases lying in the hyperplanes 
and  (Fig. 1) and with a lateral surface  described by an equation of the form . Assume
that  satisfies the Hamilton–Jacobi inequality for the operator :

Here,  is the smallest among the  real roots   of the characteristic equation

An important property of the Hamilton–Jacobi inequality is that the matrix  is positive semidef-
inite at points of the thus constructed conic surface . Since the matrix  is positive definite, the
above property holds if and only if all roots of the following polynomial in  are nonnegative:
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728 SADOVSKII
Taking into account the accepted notation, the roots of this polynomial easily are computed:

and the positive semidefiniteness condition takes the form of the Hamilton–Jacobi inequality.
Based on the method of characteristics for the Hamilton–Jacobi equation, a method for constructing

a conic domain  with such properties in an arbitrary neighborhood within the solution domain is
described in detail in [2, pp. 162–180].

The norm of the difference of solutions is defined as the integral of a quadratic form over the section
 of the domain  by the hyperplane :

To obtain an estimate, the left-hand side of (3.1) is transformed into

where, for brevity, we introduced the notation

After these transformations, we integrate both sides of the inequality over  applying the Green formula
to the conservative terms. As a result,

Here,  is the velocity of motion of the boundary of  in the direction of the normal

. The unit vector with components  is an outward normal (with respect to ) to
the conic surface  in the space of variables .

The right-hand side of the resulting inequality is represented in the form of a sum of terms by setting

Next, the difference in the first bracket is estimated using the Lipschitz condition, while the second
bracket remains intact, since it characterizes the variation in . By using the Cauchy–Schwarz inequality,
the integral on the right-hand side is estimated by

with positive constants  and  that depend, generally speaking, on both solutions, their first derivatives
with respect to  and , and the Lipschitz constant for the vector function . As a result, since the inte-
grand in the integral over  is nonpositive, we obtain the inequality

This inequality remains valid if  and  are replaced by arbitrary moments of time  belonging to the
interval . As  tends to  the resulting inequality simplifies to
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Fig. 2. Truncated conoid resting on the boundary of the domain.
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from which, after integration with respect to  from  to , we obtain the final estimate

(3.2)

Estimate (3.2) implies that the solution of the Cauchy problem is unique and depends continuously on
the initial data

Indeed, if the Cauchy problem has a solution , then, by virtue of (3.2), any other solution  of
this problem coincides with the former one in any truncated conoid with a lateral surface satisfying the
Hamilton–Jacobi inequality. Moreover, a small variation in the vector function , as well as a small
variation in the vector function , leads to a small variation in the solution in any section  of the
domain  by the hyperplane .

By using (3.2), we can also prove that the perturbations have a finite velocity of propagation (the
domains of dependence and influence of solutions are bounded).

A similar estimate can be obtained in a neighborhood of the stationary hypersurface  with dissipative
boundary conditions specified on it, i.e., with general conditions the fulfillment of which for the vector
functions  and  ensures that the inequality

holds at points of ; here,  is the outward normal (with respect to the solution domain of the problem)
to the section of  by the hyperplane . In deriving the estimate, the domain  is specified as the
part of the truncated conoid resting on  (see Fig. 2).

4. DISCONTINUOUS SOLUTIONS
Variational inequality (2.1) written in conservative form can be used to construct weak (discontinuous)

solutions:
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and, thus, has an integral generalization equivalent to it for smooth solutions:

(4.1)

The integral generalization is derived by multiplying both sides of the conservative inequality by an arbi-
trary compactly supported (in ) nonnegative function  and by integrating the result over 
with the Green formula applied to all terms involving the derivatives of the solution with respect to time
and space variables. It is assumed that the “test” vector function  in inequality (4.1) is continuously
differentiable in  and the constraint  is satisfied in a pointwise manner.

In a natural way, the integral inequality determines a class of weak solutions. This class contains vector
functions  satisfying (4.1) for all admissible  for which the integrals involved in this inequality
are defined in the sense of Lebesgue. Specifically, this class includes solutions with a strong discontinuity,
i.e., having a discontinuity of the first kind on some hypersurface  and continuously differentiable
in the rest of .

After applying the Green formula to integrals over subdomains of continuity of such a solution,
inequality (4.1) yields a system of relations satisfied at points of . Moreover, the integrals in (4.1) that
involve derivatives with respect to time and space variables, namely,

are transformed into
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If , then, for  supported in a neighborhood of this point, we have

Since the function  is arbitrary and the considered neighborhood can be reduced unboundedly, these
two inequalities imply that variational inequality (2.1) holds in the open subdomains , where the solu-
tion is sufficiently smooth, while, on , it is true that

where  is the velocity of the shock front representing the section of  by the hyperplane  in
the direction of the outward normal  with respect to .

With the help of simple transformations relying heavily on the identity

the inequality at points of the solution discontinuity hypersurface is rewritten equivalently as

(4.2)

where  and the quantities  and  are defined in a similar fashion.

Setting  in (4.2), we can obtain a condition for the existence of a discontinuity, namely,
. The same condition arises in analyzing discontinuous solutions of system (1.1), which is a spe-

cial case of variational inequality (2.1) with the set  coinciding with the entire space. In models of solid
mechanics,  is the portion of energy released at the shock front due to elastic deformation. The left-
hand side of (4.2) characterizes energy released due to plasticity. In view of the hypothesis that thermody-
namically reversible and irreversible processes are independent, inequality (4.2) on the discontinuity
hypersurface is replaced by the stronger inequality

(4.3)
In fact, this inequality corresponds to the Ziegler principle formulated for the thermodynamically irre-
versible transition of the medium from the state ahead of the shock front to the state behind it, in which

 and  play the role of a thermodynamic f lux vector and a vector of thermodynamic forces, respec-
tively. From this point of view, the variational inequality (4.2) is a mathematical model of a strong discon-
tinuity treated as an independent phenomenon.

The following assertion is true: under condition (4.3) at the solution discontinuity front, for any
, we have a more general variational inequality:

(4.4)

Indeed, by virtue of (4.3), this inequality holds for . Using, as , the vector  and then  and
summing the resulting inequalities, we can show that . Combining this relation with the
formula , we conclude that inequality (4.4) holds for any .

The proved assertion has the following geometric interpretation. If some point  of the interval with
endpoints  and  in the -dimensional space lies strictly inside the set , then, since the variation

 in (4.4) is arbitrary, the vector  vanishes. If the entire interval belongs to the boundary of the
convex set , then this vector is directed along the inward normal to the boundary; moreover, the normal
direction does not change in passing to another point of the interval.
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Thus, weak solutions in the mechanics of elastoplastic media can contain discontinuities of two types:
neutral (elastic) waves determined by the system of equations  and dissipative (plastic) waves
corresponding to the gradient condition with respect to the yield surface; in this case, the interval with the
endpoints at  and  belongs to the yield surface.

Note that, in the geometrically linear theory of elastic-ideally plastic media, the generating potentials
 and  are quadratic functions, so  is identically zero. Therefore, inequality (4.3) follows

from (4.2) without using any additional hypotheses or assumptions.
The method described above was used to obtain a complete system of relations for a strong discontinu-

ity in the theory of elastic-ideally plastic f low [13]. Earlier, it was shown in [14] that the system of equa-
tions of this theory based on the associated plasticity law cannot be reduced to a conservative form. There-
fore, it cannot be generalized in the form of a complete system of integral conservation laws. The velocities
of plastic shock waves were first determined in [15] by applying the auxiliary hypothesis that energy dissi-
pation is maximal at a discontinuity. In [16] the method described above was applied to the model of linear
isotropic and translational hardening, in which case the generating potentials are also quadratic. A quali-
tative analysis of discontinuous solutions within this model was performed in [17]. In [18, 19] discontinu-
ous solutions in the theory of granular materials were investigated taking into account that the material has
a different resistance to tension and compression.

5. NUMERICAL ALGORITHMS
The general approach for constructing numerical methods for problems admitting formulations in the

form of variational inequalities is reduced to two stages: an approximation of the differential operator of
the problem and an approximation of the constraint determining the set of admissible variations of the
solution. As usual, the operator is approximated by its discrete analogue  (  is the characteristic
parameter of a space-time grid). The approximation of the constraint, in fact, indicates the sense in which
the sought discrete solution  is included in the set . Next, inequality (2.1) is approximated by the dis-
crete variational inequality

(5.1)

where  is the difference operator approximating the constraint.
Let  be a nonconservative difference operator of the form

Here,  is a time-explicit difference approximation of the spatial derivative, the superscripts indi-
cate the time level index, and the index  in the expanded form is omitted for notational brevity.

This approximation yields low-cost difference schemes with computational costs proportional to the
number of grid nodes.

Let  be an auxiliary grid vector function that solves the following difference scheme for the system
of quasilinear equations :

(5.2)

Then the discrete variational inequality (5.1) at each grid node is written as

(5.3)

Since the relationship between the node values  and  can be specified in an arbitrary manner, it is
possible to construct various correcting algorithms for computing the solution  of variational inequality (5.1)
in terms of the solution  of system (5.2). In the simplest case, when , solving (5.3) is equivalent
to minimizing, on the set , the quadratic function , which defines the
squared norm associated with the symmetric positive definite matrix  or, equivalently, to finding
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the vector  as the projection of  onto the set  with respect to this norm. In the case of an iso-
tropic elastic-ideally plastic medium with the von Mises yield criterion, this algorithm is known as the
Wilkins stress correction [20].

Specifying the above-mentioned relationship by the formula , we can
derive from (5.3) a more general version of correction depending on the parameter . In this case,

(5.4)

The numerical stability of this algorithm can be analyzed using variational inequality (5.3). Let  be a
perturbation of the auxiliary solution  caused by roundoff errors. By setting  in (5.3) and

 in a similar inequality written for the perturbed solution  and summing the results, it
can be shown that

Computing the variation  in terms of the variations  and  yields the inequality

(here, vertical bars denote the associated vector norm). For , this inequality leads to the condition
that the norm of the perturbation at the correction stage does not increase. The value  corresponds
to a zero additional numerical energy dissipation, for which the second term on the left-hand side of the
inequality is responsible. This choice of the parameter is most preferable. On the other hand, by varying
the value of  we can suppress undesirable effects of the numerical solution, such as oscillations at the
fronts of dissipative shock waves.

Given a relation between the space-time step sizes, if the difference scheme (5.2), together with the
necessary boundary conditions of the problem, satisfies the stability condition for the transition from one
time level to another, i.e., if

and, additionally, the discrete norm is consistent with the associated vector norm, then

which guarantees that the solution of the discrete variational inequality is stable with respect to the initial
data. Thus, the application of correction procedure (5.4) as a stage in solving the problem for  does
not lead to the instability of the computations.

The method described can be improved by applying a two-step solution procedure with the first step
coinciding with algorithm (5.2), (5.3) and with the second step being the same algorithm with the matrices

,  and the vector  replaced by

The idea of this improvement is used in the second-order accurate two-step Euler method as applied to
systems of ordinary differential equations. The resulting improvement in the accuracy of the solution can
be demonstrated on test examples.

A more complicated procedure for the numerical implementation of the variational inequality is
obtained in the case of a conservative approximation of the differential operator, which is convenient, for
example, in computing weak solutions with strong discontinuities. Now let  be the solution of the fol-
lowing conservative difference scheme for the system of quasilinear equations :

(5.5)

Then the corresponding discrete inequality can be written as
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Setting  and taking into account the criterion for the convexity of the generating potential ,
according to which

we see that the sought vector  is the solution of the constrained minimization problem

(5.7)

which generalizes the problem of finding the projection onto the set  in the numerical implementation
of variational inequality (5.3). The converse is also true: a unique minimizer of the above-defined strongly
convex function under the constraint  is a solution of inequality (5.6).

In the case of a conservative approximation of the operator, the application of the above-described cor-
rection procedure with parameter  is not reasonable. Generally speaking, the stability of this procedure
and a reduction in numerical energy dissipation with decreasing  fail to be established. Moreover,
numerical experiments for test problems show that the resulting difference scheme loses accuracy in the
presence of strong discontinuity surfaces.

As a generalization, we consider the correction procedure [21]

(5.8)

With this choice of the relationship between the grid functions  and , variational inequality (5.6) is
reduced to the form

Therefore, the vector  is also a solution of the convex programming problem (5.7) and the vector  is
determined by solving the systems of nonlinear equations (5.8).

For small perturbations of the solution, in this case,

After eliminating the vector , we obtain the estimate

Here,  is the norm associated with the inverse of the matrix  Thus, for 
the correction procedure ensures the stability of the computations if scheme (5.5) is stable with respect to
the corresponding discrete norm.

Let us discuss the numerical implementation of the correction procedure in the form of (5.3) and in a
more general form related to problem (5.6). In solving the variational inequality, the correction stage is
applied repeatedly (at each time level and at each spatial grid node), so the efficiency of the algorithm as
a whole is determined by the performance at this stage. In the simplest situation, when the matrix 
and the structure of the constraints specified by the set of admissible variations  are such that the pro-
jector  can be written in closed form, the correction procedure is implemented directly using for-
mulas (5.3) after computing  from system (5.2). This situation occurs in most applications concerning
isotropic elastoplastic materials and the classical von Mises and Tresca–Saint-Venant yield criteria [7].

In the case of a conservative approximation of the differential operator, equivalent to (5.7), problem (5.6)
can be solved by iteration in which every step involves solving the linearized inequality

(5.9)

Here,  is a matrix computed at the first iteration and  is an iteration parameter, its initial value
 is halved every time the sequence of approximations is not a relaxation one. The new approximation

 in this inequality is found in terms of the preceding approximation  by applying algorithm (5.4) for
solving variational inequality (5.3).
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The convergence rate of iterations (5.9) depends, generally speaking, on the initial approximation,
which is should be specified as . To accelerate the algorithm, after a certain number of steps, the
matrix  can be updated with reconstructing . The convergence of a similar iterative process in
a somewhat different interpretation was studied in [22, p. 209].

When the algorithm is implemented with the parameter , there is no need to subsequently solve
system (5.8), since . In the general case, the solution can be computed by applying the Newton–
Raphson method.

In the case of anisotropic materials satisfying special plasticity conditions for which the projector can-
not be written in closed form, a fairly efficient approach might be to solve a convex programming problem
by applying an augmented Lagrangian (see [23]). If the set  can be parametrized in the form

where  is a system of convex functions, then the augmented Lagrangian is defined by

Here,  is a parameter of the method and  is the dual vector. Equivalent to (5.7), the problem of find-
ing a saddle point of the Lagrangian

is solved using the iterative process

The iteration parameters  and  are initially set to unity and are then chosen by applying a bisec-
tion procedure such that the sequence of approximations for  and  is a relaxation one.

To conclude, we note that mathematical models for elastoplastic, granular, and porous materials for-
mulated in the form of variational inequality (2.1) can be used to design universal shock-capturing algo-
rithms that are stable with respect to roundoff errors and are adapted for computing discontinuous solu-
tions in the case of a suitable approximation of the differential operator involved in the inequality.
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