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Abstract—The study was aimed at analyzing event-related desynchronization/synchronization (ERD/ERS)
in 19-channel EEGs recorded in 329 healthy subjects in the course of a Go/NoGo task. Three methods were
tested: reference, current source density (CSD), and group decomposition by independent component anal-
ysis (ICA). A comparison of the three data sets showed that the ICA method better ref lects the local features
of the brain responses in the θ, α, and β ranges. The functional significance of the group ICA components is
discussed.
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INTRODUCTION
Event-related desynchronization/synchronization

(ERD/ERS) is thought to provide reliable parameters
to estimate the extent of cortical activation associated
with the performance of various tasks [1]. Two types of
electrical activity, evoked and induced, are recognized
in EEG responses. Evoked activity, or event-related
potentials (ERPs), are changes in electrical potential
that are phase locked to the stimulus or the response,
while induced activity is not. ERPs arising in the
Go/NoGo paradigm have been studied relatively com-
prehensively [2, 3]. For instance, certain components
of the ERPs observed in a visual Go/NoGo test with two
stimuli have been associated with stimulus categoriza-
tion and comparison with information stored in work-
ing memory; preparation, execution, and suppression
of a response; and evaluation of the result [4–6].
Induced EEG activity in the α and β bands has also
been shown to include brain response components
that are associated with anticipation of a visual stimu-
lus [7, 8], its perception [9–15], preparation to act
[16–20], performance of a movement [17, 18, 21–23],
and its suppression [17, 18, 20, 24]. Induced EEG
activity has mostly been studied in an auditory
Go/NoGo test [17, 18, 20, 23], while a visual Go/NoGo
test is rarely used in such studies because substantial
desynchronization of α activity associated with pre-
sentation of visual stimuli [9] masks other effects.

Potentials recorded from the head surface are
superimpositions of fields from several sources. Local
cortical activity is usually isolated by converting the
EEG to the current source density (CSD) using the

surface Laplacian. A limitation of the CSD analysis is
that the transform suppresses the signal components
with slow spatial changes. Another approach has been
proposed relatively recently and is based on a group
independent component analysis (gICA) as a means to
process the signals from EEG sources [25]. Studies
have shown that gICA makes it possible to obtain
additional information when comparing the spectral
density for various subject groups [25], but it is unclear
whether the approach is adequate for analyzing the
dynamics of the EEG spectral density.

Our study had two objectives. One was to evaluate
whether a signal analysis with the gICA model is ade-
quate and informative for studying the dynamics of the
EEG spectral density. The second objective was to
study the dynamics of brain processes that occur in
the Go/NoGo test and are reflected in induced EEG
activity.

METHODS
A total of 329 healthy subjects (including 184

females) aged 20–50 years participated in the study.
The study was carried out in accordance with the Dec-
laration of Helsinki for research involving human sub-
jects. All subjects were informed about the study pro-
cedure and gave their written consent to participation.

In the psychological test to be performed by the
subjects, visual stimuli of three categories, that is,
images of animals (A), plants (P), and humans (H),
20 images in each category, were presented on a com-
puter monitor. Images of approximately 3.8° in angu-
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lar dimensions were presented at the center of the
monitor against a white background. The white back-
ground was displayed between stimulus presentations.
Image presentation was not accompanied by screen
blinking. A test included 400 trials. The total test dura-
tion was 21 min. A pair of stimuli was presented in each
trial. A stimulus was presented for 100 ms, the interval
between two stimuli in a pair was 1000 ms, and the
interval between the starting points of stimulus pairs
was 3100 ms. All trials were divided into four equal
groups depending on the combination of stimuli in a
pair. The following combinations were used: A–A, A–
P, P–P, and P–H. In the case of the A–A and P–P
pairs, the two images of animals or plants that were
presented in a pair were identical. In the case of the P–
H pairs, the second stimulus was presented simultane-
ously with a sound signal (the sound pressure level was
approximately 70 dB). Sound signals were random
sequences of rapidly changing tones with a duration of
20 ms and frequencies of 500, 1000, 1500, 2000, and
2500 Hz. The test was divided into blocks of 100 trials
each. Each block included presentation of 15 different
images, including five images of each category, which
were combined to obtain 20 pairs of stimuli. Different
images were used in different blocks. Trials were pre-
sented in a quasirandom order. The Psytask program
was employed in stimulus presentation. The subject
had to press a button with his or her right hand after
the presentation of the A–A pair, acting as fast and
accurately as possible. When the task was performed
incorrectly, the trial was excluded from the analysis.
The subject was trained using several tens of trials prior
to starting the test. One or a few short pauses (1–2 min
each) were made during the test to allow the subject to
rest.

The EEG was recorded using a Mitsar-EEG com-
puterized electroencephalograph. The electrodes were
positioned according to the international 10–20 sys-
tem at the sites Fp1, Fp2, F7, F3, Fz, F4, F8, Т3, C3, Cz,
C4, T4, T5, P3, Pz, P4, T6, O1, and O2. Linked earlobe
electrodes were used as a reference, and the Fpz elec-
trode was used as a ground. The electrode impedance
did not exceed 5 kΩ. The sampling rate was 250 Hz.
The settings for the high-pass and low-pass filters were
0.53 (τ = 0.3 s) and 50 Hz, respectively. A digital notch
filter with a reject band of 45–55 Hz was used to
remove electromagnetic power line interferences.

The WinEEG program was employed in data pro-
cessing. Eye blink-related artifacts were eliminated by
bringing the corresponding EEG independent com-
ponents to zero [26, 27]. Trials with artifact-contain-
ing EEGs were excluded from further analysis. A EEG
recording was identified as containing artifacts when
there were (1) potentials of more than 50 μV for the Fp1
and Fp2 and more than 100 μV for the other electrodes,
(2) slow waves with amplitudes exceeding 50 μV in a
range of 0.53–1 Hz, or (3) fast signal oscillations with
an amplitude of more than 35 μV in a range of 20–

35 Hz. The limits were selected empirically by repeat-
ing the data processing procedure with different
parameters and evaluating the results visually.

The spectral density dynamics was calculated for
the initial EEG, its CSD derivative, and gICA signals
[25]. Computations were performed by two methods,
with and without subtracting averaged ERPs from the
corresponding individual trials. The ERP effect on the
spectral density dynamics was partly eliminated in the
former case. Six variants of evaluating the dynamics of
spectral density were examined as a result and were
compared with each other.

The CSD was estimated using an algorithm that
utilizes spherical splines to interpolate the potential
distribution [28] and produces adequate results when
analyzing the EEGs obtained with relatively low-den-
sity scalp locations of electrodes [29].

To estimate the group independent components of
the EEG, we used the linear instant mixture model

 where  is the
original EEG signal, N is the number of electrodes,

 is the time, and 
is the number of signals from electrical field sources,

 is the number of sources, and  is the mixing
matrix  The source topography is described by
the column-vector  which includes
coefficients describing the effect of the -th source on
the electrical potentials of all electrodes. The mixing
matrix  was evaluated simultaneously for all EEG
recordings, which were preliminarily subjected to
band filtration of the original signal with Kaiser digital
filters of the order 512 with a finite impulsed response
and a bandpass range of 4–40 Hz and were combined
to produce one time series. Evaluation of the mixing
matrix A was performed with a natural gradient itera-
tive algorithm [30], wherein the function  took
the form

This algorithm modification is often referred as
Infomax in the literature. We used the algorithm
implementation created in the C++ language and
incorporated in the WinEEG program; the imple-
mentation was identical to the runica() procedure of
the EEGLAB package [31].

The optimal source number M was estimated using
the theoretical Akaike information criterion (AIC)
[32]. The reliability of the models was checked using
tests with random sampling of two nonoverlapping
epochs from a EEG recording, random sampling of a
sample subset from a EEG recording, and random
division of the total set of EEG recording into halves
[25]. The testing results were similar to those reported
previously [25]. To avoid repetitions, we mention here
only that the optimal source number was 19 and that
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the evaluation of the mixing matrix A was highly reli-
able because more than 300 EEG recordings with
duration of approximately 20 min were used for the
analysis. The resulting source topography estimates
are shown in Fig. 1.

The spectral density dynamics was calculated sepa-
rately for each subject, each electrode, and each of the
four trial groups (A–A, A–P, P–P, and P–H). A con-
volution of the original signal  and the Morlet

wavelet was obtained as  = 

where  f is the
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central frequency of the wavelet, σ is selected so that
 for all f values [33]. The wavelet transform

was performed for several f values ranging from 2 to
30 Hz with a 1-Hz step. The spectral density was
obtained as  and averaged over tri-
als of one group. When calculating the spectral density
dynamics for the interval between the first and second
stimuli, averaging was performed over the trials that
included images of the same category (hereafter
referred to as A+ and P–). The spectral density
dynamics was averaged over all subjects, and differ-
ence curves (A–A)–(A–P), (P–P)–(P–H), and
A+ – P– were computed. To obtain a graphic repre-
sentation, the spectral density was normalized as

πσ =2 5f

2( , ) ( , ) ,i iS f t w f t=

Fig. 1. Source topographies in the gICA model.
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 =  where the
index BG means averaging over the interval preceding
the first stimulus.

Pairwise differences between groups of trials were
tested for significance by Student’s t test for dependent
samples. Logarithm transformation of  values
was applied for each subject separately for normaliza-
tion when the spectral density was analyzed. Signifi-
cance testing of differences was performed separately
for each pair of conditions, each wavelet central fre-
quency f, and each time moment t; i.e., several tens of
thousands of statistical comparisons were performed.
A correction for multiple comparisons was therefore
necessary. The Bonferroni correction yields exces-
sively conservative estimates because a substantial
autocorrelation is characteristic of the spectral power
dynamics. A statistical significance threshold was
therefore selected empirically. In particular, it turned
out that differences significant at p < 10–4 were not
observed in the interval preceding the first stimulus
and the interval between the first and second stimuli
when comparisons were performed for the conditions
A–A and A–P or P–P and P–H. However, the higher
significance level p < 10–5 was chosen to reduce the
probability of false positive results.

RESULTS

Comparisons showed that similar patterns of the
spectral density dynamics were obtained for the origi-
nal EEG, CSD, and signals in the gICA model. The
frequency ranges and the spatial locations and laten-
cies of peaks of the most distinct effects were approxi-
mately the same. However, the spatial pattern of
changes in power was more blurred in the case of the
original EEG than in the cases of CSD and signals in
the gICA model. The spectral density dynamics
obtained for CSD and signals in the gICA model were
similar, but not identical. Local effects in the region of
the Fz electrode were greater with CSD. Other local
effects were greater in the case of the gICA model. The
most distinct changes in power were observed only for
some frequency ranges, which corresponded to wave-
let central frequencies f of 5, 10, 15, 17, and 20 Hz.
Each of these frequency ranges was examined sepa-
rately in further analysis.

In the θ band ( f = 5 Hz), the power of the signal
increased after presentation of a stimulus; the peak
amplitude and latency of the signal depended on the
trial type and the location. Peak latency varied from
150 to 800 ms. In addition, decreases in signal power
in the A+ and A–A trials occurred later and were lower
(usually lower than 20%) in the posterior regions. The
magnitude of these responses depended on whether
group-averaged ERPs were subtracted from individual
samples.

( , )iS f t ( )( , ) ( ) ( ),BG BG
i i iS f t S f S f−

( , )iS f t

The dynamics of spectral density in the α band (f =
10 Hz) is considered below for signals of the gICA
model, wherein local effects were greater as compared
with the original EEG and CSD. Examples of the
most distinct responses are shown in Fig. 2; the corre-
sponding difference curves and statistical significance
of differences are shown in Fig. 3.

Interval between the first and second stimuli in the
trials A+ and P–. (1) In the case of the cT5, cP3, cPz,
cP4, cT6, cO1, and cO2 sources, signal power decreased
within the first 300 ms after stimulus presentation and
was independent of the trial type. The significance of
this response is characterized in Fig. 3 (component
A1). Then the signal power increased at a rate that was
greater in P– than in A+ trials. A difference in signal
power (Fig. 3, component A4) became detectable
approximately 400 ms after the first stimulus and
reached its maximum prior to the second stimulus.
The responses were maximal in signals from the cO1
and cO2 sources. (2) In the case of the cC3 source, the
signal power observed in A+ trials started to decrease
approximately 300–400 ms after the first stimulus,
reached its minimum at 600 ms, and remained
unchanged up to the presentation of the second stim-
ulus. In the case of P– trials, changes in signal power
were not observed. The difference is seen from
the corresponding difference curve (Fig. 3, compo-
nent A5). (3) In the case of the cF7 source, a relative
increase in signal power was observed prior to the pre-
sentation of the second stimulus in trials A+ compared
with trials P– with a maximum of ~300 ms prior to the
second stimulus (Fig. 3, component A6). Note that
this response was observed only in signals of the gICA
model and was undetectable in the power dynamics
obtained for the original EEG and CSD.

Interval after the second stimulus in the trials A–A
and A–P. (1) In the case of the cO1 and cO2 sources,
the signal power reached its minimum approximately
300–400 ms after the stimulus presentation and then
increased. The shape of these changes was much the
same in the A–A and A–P trials. (2) In the case of the
cC3 and cC4 sources, the signal power in the A–A trials
reached its minimum approximately 600–700 ms after
the presentation of the second stimulus and then
increased. A lower decrease in power was observed
in the A–P trials. Difference curves (Fig. 3, compo-
nent A2) showed a distinct difference in signal power
between the A–A and A–P trials. Other sources also
displayed differences in signal power between the A–A
and A–P trials, but the differences were lower.

Interval after the second stimulus in the trials P–P
and P–H. A decrease in signal power was observed for
the cT5, cP3, cPz, cP4, cT6, cO1, and cO2 sources.
Decreases observed in the P–H trials were greater
than in the P–P trials. The greatest difference was
detected for signals from the cPz source with a peak
latency of ~300–400 ms (Fig. 3, component A3).
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In the β band, the greatest changes in spectral den-
sity were observed for lower-frequency oscillations
(f = 15 Hz) in the frontal regions and higher-frequency
oscillations (f = 17 or 20 Hz) in the central and poste-

rior regions. Examples of the most distinct responses
are shown in Fig. 4; the corresponding difference
curves and statistical significance of differences are
shown in Fig. 5. In the frontal regions, the greatest

Fig. 2. Dynamics of spectral density in the α band. A1–A6, components of α-activity responses (see Fig. 3). Abscissa, time; ordi-
nate, normalized deviation of power density from its mean value observed in the time interval preceding the first stimulus. Start
and end points of the stimuli are shown with vertical dashed lines. St1 and St2 are the first and second stimuli in a trial, respec-
tively. RT is the response time. 
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changes were observed in the CSD analysis for the Fz
electrode. The corresponding plots are therefore
shown in Figs. 4 and 5. Other responses were better
seen in signals of the gICA model.

Interval between the first and second stimuli in the
trials A+ and P–. (1) The cT5, cP3, cPz, cP4, cT6, cO1,
and cO2 sources showed a decrease in signal power
with a peak at ~200–300 ms; the decrease did not
depend on the trial type. The magnitude of the
response was the highest in the lower-frequency range
( f = 15 Hz) for the cO1 and cO2 sources. Then the sig-
nal power increased, reached its maximum,
and started to decrease. The power increase rate in the
P– trials was higher than in the A+ trials. The maxi-
mum value was again observed for the cO1 and cO2
sources, but in another frequency range ( f = 17 Hz).
The curves characterizing the difference in signal
power between the conditions A+ and P– were
much the same in shape with all sources (Fig. 5, com-

ponent B3). A difference became detectable at 300–
400 ms and reached its maximum in the range ~550–
600 ms. Afterwards, the difference decreased up to 800
ms and increased again until the second stimulus was
presented. (2) The сС3 source showed a decrease in
signal power in the A+ trials; a peak was at ~600 ms;
the decrease started 300–400 ms after the presentation
of the first stimulus and continued until the second
stimulus was presented. In the P– trials, decreases in
power were lower. The difference in responses is
shown in Fig. 5 (component B5). (3) In the case of
CSD, the Fz source showed an increase in signal
power in the β band, especially for  = 15 Hz.
The magnitude of the effect was greater in the A+ tri-
als; the peak latency was ~600 ms (Figs. 4, 5; compo-
nent B1).

Interval after the second stimulus in the trials A–A
and A–P. (1) The cT5, cT6, cO1, and cO2 sources showed
a decrease in signal power with a peak at ~200–

0f

Fig. 3. Components of the α-activity responses. A1, dynamics of spectral density after the first stimulus in the P– trials. The
other plots show the difference curves: A2, (P–H)–(P–P); A3, (A–A)–(A–P); A4–A6, A+ –P–. Bars at the bottom of a plot
characterize the statistical significance of the respective effects: a short bar, p < 10–4; a medium bar, p < 10–5; and a long bar, p <
10–6. Other designations are as in Fig. 2. 
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300 ms. The greatest response was observed for the cO1
and cO2 sources in the lower-frequency range (f =
15 Hz). No difference in signal power between the A–
A and A–P trials was observed for the first 400 ms.
Then a rapid increase in signal power with a maximum
at ~600–700 ms was observed in the A–P trials, while
the effect was lower in the A–A trials. The difference
in power dynamics between the A–A and A–P condi-
tions was the greatest in the time interval 600–700 ms
and the frequency range corresponding to f = 17 Hz
(Fig. 5, component B6). (2) The cC3, cCz, and cC4
sources similarly showed a decrease in signal power,
and then the signal power increased (Fig. 4). However,
the effects were of greater amplitude and longer dura-
tion in the A–A trials compared with A–P trials. As a
result, the difference curve (Fig. 5, component B5)
had two peaks, which were maximal in magnitude in

the case of signals from the cC3 source. The latencies
of the peaks were 500–600 and 1200–1300 ms, respec-
tively. In addition, the first peak was better seen in the
frequency ranges corresponding to f = 15 Hz and f =
17 Hz, while the second peak was greater at f = 20 Hz.
The signal power dynamics of the cP3, cPz, and cP4
sources were similar within the first 800–900 ms.
However, these sources differed from the cC3, cCz, and
cC4 sources in that a late increase in signal power in the
interval 900–1400 ms was not observed in the A–A
trials. (3) In the case of CSD, the Fz source showed a
relatively slow increase in power in the interval 500–
1400 ms in the A–A trials. The magnitude and rate of
the increase in power in the A–P trials were greater.
The difference curves (Fig. 5, component 4) showed
that the difference was maximal at ~600 ms and was
especially distinct for f = 15 Hz.

Fig. 4. Dynamics of spectral density in the β band. B1–B9, components of the β-activity responses (see Fig. 5). Designations are
as in Fig. 2. 
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Interval after the second stimulus in the trials P–P
and P–H. (1) The dynamics of signal power of the cC3,
cCz, cC4, cT5, cP3, cPz, cP4, cT6, cO1, and cO2 sources
were characterized by a decrease in signal power in the
time interval 200–600 ms (with a peak at ~300–
400 ms), then the signal power increased. A decrease
in signal power was especially high in the case of the
cO1 and cO2 sources at f = 15 Hz and was relatively
greater in magnitude in the P–H trials compared with
the P–P trials. A subsequent increase in power had a
peak latency in the interval 700–800 ms and was again
greater for the cO1 and cO2 sources in the P–H trials,
but at f = 17 Hz. The differences in these responses
between the P–P and P–H trials are shown in Fig. 5
(components B8 and B9). (2) In the case of CSD, the
Fz source showed an increase in power in the interval
500–900 ms with a peak latency of ~700 ms. The peak
amplitude was greater in the P–H trials (Figs. 4, 5;
component B7). The effect was the greatest in the case
of f = 15 Hz.

DISCUSSION

The gICA model provides an efficient tool for
studying the brain mechanisms. The model ade-
quately describes the properties known signals for var-
ious brain regions. Local features of these signals are
better seen in the gICA model compared with conven-

tional methods. The gICA model made it possible to
detect several characteristics that are difficult, if possi-
ble at all, to observe for brain processes with conven-
tional methods. For instance, an increase in the spec-
tral density of α-band signals from the left frontal area
of the cortex during preparation to perceiving visual
stimuli and performing a motor response is clearly
seen with signals of the gICA model, but is undetect-
able in the original EEG or CSD.

Consider now the EEG responses observed in the
visual Go/NoGo test.

In the θ band, the spectral density of signals
increases after stimulus presentation. The magnitude
of the effect depends on whether the ERP is subtracted
from the EEG epochs corresponding to individual tri-
als and is greater when the subtraction is not per-
formed. However, ERP subtraction does not ensure a
total elimination of evoked activity because its shape
varies among trials. Hence, the dependence of spectral
power on the type of stimuli and the type of responsive
action may be associated with both changes in ampli-
tude of oscillations in the θ band and changes in ERP
shape; i.e., its unique interpretation is impossible (for
discussion, see [34]).

Several components are possible to isolate in the
dynamics of spectral density of α-band signals
(Fig. 3).

Fig. 5. Components of the β-activity responses. B1–B3, B4–B6, and B7–B9 are the difference curves for A+ – P–, (A–A)–(A–
P), and (P–P)–(P–H), respectively. Designations are as in Fig. 3. 
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Component A1, which is observed after the first
and second stimuli and is especially distinct in the
posterior regions, describes the well-known phenom-
enon, that is, desynchronization of the occipital
α-rhythm in response to presentation of a visual stim-
ulus [9]. Component A2 describes the difference in
spectral density dynamics observed between the P–H
and P–P trials for the period after presentation of the
second stimulus. This desynchronization of the
α rhythm in the parietal regions cannot be directly
related to the perception of auditory stimuli [35–37].
It is possible that the effect is related to the orientation
response [38–40] or reflects multimodal integration
processes. Component A3, which was observed after
presentation of the second stimulus in the A–A trials
and was the greatest in the central cortical regions
close to the C3 and С4 electrodes, describes the known
response of μ-rhythm desynchronization associated
with voluntary movements [21] or movements
induced by external events [17, 18]. Component A4,
which was observed in the A+ trials and was especially
clearly seen in the posterior regions, describes the
known response of occipital α-rhythm desynchroni-
zation associated with expectation of a stimulus [7, 8].
Component A5, which was observed in the A+ trials
and was the greatest in the central cortical regions con-
tralateral to the hand used to press the button,
describes the known response of μ-rhythm desyn-
chronization that occurs prior to starting the move-
ment triggered by imperative stimulus [17, 18, 20] and
reflects the preparation to a subsequent motor
response. Component A6, which was observed in the
A+ trials, is an increase in power and is especially high
in the left frontal regions of the cortex. This effect is
undetectable in the original EEG and CSD, but can be
isolated using the gICA model. Sources of this signal
are in the frontal cortical regions close to the Broca’s
area of the left hemisphere. The same regions show a
decrease in EEG power in the α band during speech
activity [41–46]. It is therefore possible that compo-
nent A6 reflects the processes of speech activity inhi-
bition during expectation of a stimulus and prepara-
tion for a movement.

In the β band, we observed three patterns of spec-
tral density dynamics (Fig. 4), which were characteris-
tic of the frontal, centro-parietal, and occipito-tem-
poral regions of the brain.

In the centro-parietal regions (Fig. 4b), a decrease
in β-rhythm power of the temporal regions (Fig. 4b)
was observed prior to the movement in the A+ trials. A
similar phenomenon has been observed during volun-
tary movements [16] and after a warning stimulus [19].
The effect is presumably related to the preparation to
movements. In addition, the β-rhythm power
decreased and then increased in the A–A trials. A sim-
ilar phenomenon has been during movements or
imagination of movements [22]. A decrease in power is
thought to reflect activation of the motor cortex, and a
subsequent increase is associated with inhibition fol-

lowing excitation (rebound). Finally, a decrease and
an increase in β-rhythm power were observed in the
A–P trials. The phenomena have already been
described [17, 18, 24] and presumably reflect the pro-
cesses of making a decision to cancel the prepared
movement.

In the occipital and temporal regions, the
β-rhythm power increased after stimulus presentation
and increased afterwards (Fig. 4c). A decrease in
β-rhythm power is presumably associated with per-
ception of visual images and attention processes [10–
12]. A later increase in β-rhythm power, which occurs
in the interval 500–1000 ms, is poorly understood.
This phenomenon is seen in figures and diagrams in
almost all of the studies cited above and has been
assumed to reflect inhibition of the visual areas during
movement performance in some of them [10, 11]. Our
findings indicate that the phenomenon is observed
even when a movement is not performed. The increase
in power of the occipital β-rhythm is likely to reflect
inhibition of the visual cortex after its excitation.

In the frontal regions, the β-rhythm power
increased after the first and the second stimuli
(Fig. 4a). A similar phenomenon has already been
reported [17, 18, 20] and is probably more complex
than assumed earlier. This β-rhythm response is pre-
sumably associated with making a decision about the
subsequent action [17, 18]. This assumption can be
accepted, but with certain clarifications. First, an
action should be considered in a broad sense of the
word rather than limited to a movement or its cancel-
ation. Second, a similar late EEG response was
observed in the A–A trials after a movement started,
when a decision had already been made. Hence, this
response seems to reflect inhibition of the frontal cor-
tex after the decision is made rather than the decision-
making process itself.

CONCLUSIONS

Our study of the dynamics of EEG spectral density
showed that many processes take place in the human
brain in the course of a visual Go/NoGo test and are
reflected in various components of induced EEG
activity. The analysis of large data sets with modern
methods made it possible to describe the dynamics of
the processes in more detail. However, many ques-
tions remain open. In particular, the functional signif-
icance is unclear for several processes that occur in the
brain during stimulus perception and a subsequent
response. Further studies are necessary for clarifying
these issues.
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