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Abstract—This paper considers the task of real-time visualization of detailed 3D scalar fields through isosur-
faces (surfaces representing constant values of scalar fields). A new method is proposed to overcome the lim-
itations associated with the intensive reading of dummy (non-visualized) vertices from video memory and
overheads of their storage, which arise when implementing isosurface polygonization methods on the GPU.
The proposed method is based on the efficient generation of GPU threads (in which an isosurface model is
constructed) by the programmed tessellation of quadrangular patches into regular vertex grids. We also pro-
pose a modified technology for marching cubes implementation on the GPU that is based on the developed
method and allows the time cost of GPU thread generation and video memory footprint to be significantly
reduced. Based on the proposed solutions, a software complex for the real-time construction and visualiza-
tion of polygonal models of isosurfaces is implemented and tested, as well as the verification of synthesized
images is carried out.
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1. INTRODUCTION

Currently, many important scientific and applied
fields intensively employ the visualization of 3D scalar
fields obtained by numerical modeling or scanning
objects (processes) with complex internal structures.
In this regard, the real-time visualization [1] (with an
image synthesis frequency of at least 25 images per
second) of the surface representing the constant value
of a scalar field (the so-called isosurface) is one of the
effective methods. It can be used for skeleton visual-
ization in computed tomography [2], phase boundary
visualization in digital models of core material samples
[3], 3D models of terrain with negative slopes in vir-
tual environment systems [4], etc. The extraction of
the isosurface from the field is based on the computa-
tion of the points with a constant field value in the cells
of a scalar grid. The more complex the object under
study, the more detailed scalar grid is required for its
adequate representation and, therefore, the more
computations must be carried out to extract the iso-
surface. In the modern context of ultra-high-defini-
tion screens and stereo devices [5], the amount and
time of these graphics computations increase several-
fold, which complicates the real-time synthesis of iso-
surface images. Thus, it is required to develop efficient
methods and algorithms for isosurface extraction
based on parallelization of computations on modern

thousand-core GPUs and technologies for parallel
processing of graphics data.

In this paper, we propose a new method for solving
this task on the GPU based on scalar field polygoniza-
tion (extracting a set of triangular faces that approxi-
mates the isosurface) that is carried out in real time in
parallel GPU threads generated using programmed
tessellation of parametric graphics primitives [6]. The
proposed solution is implemented in C++ and GLSL
(shader programming language) by using the OpenGL
graphics library.

2. APPROACHES TO ISOSURFACE 
EXTRACTION

There are two main directions for the development
of isosurface extraction methods.

The first direction includes methods based on ray
casting from the observer’s position through the pixels
of the screen up to the intersection with the isosurface
[7–9]. This approach yields high-quality isosurface
images. However, the rate of synthesizing these images
decreases significantly with increasing the number of
pixels (rays) to be processed, which complicates real-
time visualization on ultra-high-definition screens.
The latest studies [10] suggest that the recently intro-
duced hardware support of ray tracing on NVidia RTX
graphics cards can significantly improve this situation.
244



METHOD TO EXTRACT ISOSURFACES 245
The second direction includes methods based on
the polygonal approximation of the isosurface in the
cells of a 3D grid (render grid) superimposed onto a
scalar field grid [11–19]. With this approach, active
(intersected by the isosurface) edges and cells of the
render grid are found; then, for these edges and cells,
polygons of the isosurface are generated in accordance
with certain rules. There are direct [11–13], dual [14–
16], and hybrid [17–19] methods for isosurface poly-
gonization. With direct methods, in each active cell,
polygons whose vertices lie on the active edges of the
cell are created (a classic example is marching cubes
[11]). With dual methods, polygons are created for
active edges, while the vertices of these polygons are
placed in active cells. Hybrid methods combine direct
and dual methods and act as dual ones when active
cells contain isosurface features, e.g., sharp edges and
cone-shaped vertices. An extensive investigation and
comparison of isosurface polygonization methods can
be found in [20].

With the addition of the programmable (shader)
stages to the graphics pipeline, the research direction
associated with the parallel GPU-based processing of
active cells and edges became very popular [21–27].
The best results were obtained when parallelizing
direct methods whereby, in contrast to dual methods,
each active cell is triangulated independently. The
efficiency of the GPU-based versions of direct meth-
ods depends heavily on the time cost of generating and
executing GPU threads, as well as on the size of video
memory footprint. In the era of thousand-core GPUs
with hierarchical video memory, the bottleneck of
visualizing high-poly models is the number of accesses
to global video memory (the largest and slowest part of
VRAM). The number of these memory accesses can
be reduced by constructing polygons for an active cell
in the geometry shader (one of the programmable
stages of the graphics pipeline). To run a GPU thread
with the geometry shader, it is sufficient to send a ver-
tex to its input. A common approach is to create a ver-
tex buffer object (VBO) with dummy vertices (vertex
per render grid cell) in video memory and send this
array of vertices to the graphics pipeline. Once the
dummy vertices arrive at the GPU cores, on each core,
the geometry shader replaces each vertex (inde-
pendently and in parallel) with a certain polygonal
structure if the cell is active. Even though the polygo-
nal model of the isosurface is in fact constructed on
the GPU, this approach has some significant limita-
tions associated with the intensive reading of the vertex
data from global video memory and additional over-
heads of their storage. These limitations prevent the
increase in the size of the render grid and hinder the
real-time construction of isosurfaces for complex
objects.

In this paper, we propose a new method to over-
come these limitations; it is based on two new pro-
grammable stages—tessellation control shader and
tessellation evaluation shader—used to construct a
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polygonal model of the isosurface [6]. These stages
precede the geometry shader and, in the general case,
are employed for the parallel GPU-based generation
of a large set of connected triangular approximations
from parametric graphics primitives (patches), e.g., to
construct a polygonal model of the Earth’s surface
[28]. In this work, we use a special case of programma-
ble tessellation whereby a regular grid of vertices is
generated from a quadrangular patch (quad patch) on
the GPU. By the example of constructing a polygonal
model of an isosurface based on marching cubes, we
demonstrate how this approach can significantly
reduce the time required for GPU thread generation
and lower video memory footprint.

3. TECHNOLOGY TO IMPLEMENT 
MARCHING CUBES ON THE GPU USING 

TESSELLATION SHADERS
Suppose that we have an  render grid R

each node (vertex) of which corresponds to a certain
value S of a scalar field under study. The task consists
in constructing a polygonal model of a surface repre-
senting a constant value  in the active cells of the
grid R. Each cell for all eight vertices of which the con-
dition  or  does not hold is considered
active, i.e., the cells that lie entirely inside or outside
the isosurface are excluded.

Let us consider the Ri,j,kth cell. We enumerate the
vertices and edges of this cell with integers from 0 to 7
and from 0 to 11, respectively. A unit bit is assigned to
each vertex satisfying ; otherwise, a zero bit is
assigned (see Fig. 1). According to the rule of marching
cubes, a vertex of a triangle (polygon) is placed on an
edge whose vertices have different bits (active edge); the
coordinates P of this vertex are found as follows:

(1)

where Pa and Pb are coordinates for the vertices of the
active edge, while Sa and Sb are the values of the scalar
field at the vertices of the active edge. By K we denote
a configuration of eight consecutive bits. Each value K
(from 0 to 255) is uniquely associated with a list of tri-
angles, representing a variant of a polygonal part of the
isosurface model. Each such list includes 0 to 5 trian-
gles and is defined by a sequence of 16 indices: three
active edge indices per triangle and (–1) filling the
sequence to the end. All 256 sequences constitute an
array Т of triangle lists (see [12]).

The list of triangles in each Ri, j, k th active cell is
constructed in an individual GPU thread (marching
cube thread). In this paper, these threads are generated
using programmed tessellation of quad patches. Hav-
ing properly programmed the graphics pipeline, each
quad patch can be subdivided in parallel into a regular
grid of up to D × D vertices, where  and

 is the maximum tessellation level (the maximum
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Fig. 1. Encoding a cell of the render grid.
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Fig. 2. Generation of marching cube threads.
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number of segments into which the side of a quad
patch can be subdivided). In OpenGL 4.0, this num-
ber is at least 64. In accordance with the architecture
of the graphics pipeline, each vertex obtained as a
result of tessellation is processed in an individual GPU
thread that we program to construct a list of triangles
corresponding to the cell (as part of the isosurface).
In contrast to the solutions based on the CUDA archi-
tecture, an important advantage of the proposed
approach is that these vertices (GPU threads) are gen-
erated directly on the GPU without wasting the video
memory resource while remaining in the framework of
the graphics pipeline.

The proposed technology for the GPU-based
implementation of marching cubes comprises two
stages. At the first stage (loading the source data), a
floating-point 3D texture with the values S of render grid
vertices, an integer 2D texture that encodes the array T of
triangle lists, and a VBO that contains  quad
patches, where , , and 
(see Fig. 2), are loaded into video memory. At the sec-
ond stage (visualization), the quad patches from the
VBO are sent to the graphics pipeline, where they are
distributed among the GPU cores and are processed in
parallel using the tessellation control shader (TCS),
tessellation evaluation shader (TES), geometry shader
(GS), and fragment shader (FS). Below, we consider
the operation of these shaders in more detail.

p p pm n q
=   pm m D =   pn n D =pq q
PROGRAMMING A
TCS shader. At this stage, two sets of parameters
are evaluated. The first set is a triplet of indices

 for the row, column, and slice of the patch
processed by the TCS shader in the 3D array of quad
patches (see Fig. 2). These parameters are obligatory
to associate the GPU threads with the cells of the ren-
der grid. The triplet of indices  is computed
based on the built-in variable gl_PrimitiveID, which is
a running number g of the patch that takes values on
the interval :

where  and . The second set
includes parameters that specify the width and height
of the 2D grid of vertices (group of marching cube
threads). These width and height are determined by
the levels lw and lh of quad patch tessellation, respec-
tively, which are computed as follows:
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Fig. 3. Scheme of the isosurface visualization pipeline.
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TES shader. This shader processes the vertices of
the 2D vertex grid obtained by the tessellation of the
quad patch in parallel while associating each vertex
(thread) with a render grid cell. This is done by assign-

ing the triplet of attributes , which are the

row, column, and layer indices of the corresponding
cell in the render grid, to the vertex under processing.
These attributes are computed as follows:

where i and j are the row and column indices of the
vertex in the 2D vertex grid obtained by the patch tes-
sellation:

where  are the normalized f loating-point
coordinates of the vertex in the 2D vertex grid (which
are computed automatically in the process of tessella-
tion in the TES shader) and  is a small constant used
to compensate for the machine error in the represen-
tation of real numbers.

GS shader. This shader receives a triplet of indices

 for the render grid cell from the TES shader

and performs parallel processing of all these cells. The
processing begins with computing the configuration

number  for the th cell:

where p is the running number of a vertex in the

th cell (see Fig. 1); the f lag bp is 1 if 

and is 0 otherwise (Sp is the value of the scalar field at

the pth vertex of the cell). If  or  = 255

(the cell lies entirely inside or outside the isosurface),
then the GS shader terminates without generating any
polygonal geometry in the cell. Otherwise, (a) based
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on the configuration number , the lists of edges that

form the polygons of the isosurface in the th cell

are extracted from the texture T of triangle lists; (b)
from the 3D texture of the render grid, the values S for the
vertices of the edges are extracted and the coordinates of
the points on these edges are computed by Eq. (1); and
(c) based on the points obtained, the triangles of the

isosurface in the th cell are constructed in

accordance with the sequence order of the edges in the
extracted list. The implementation of triangle emis-
sion in the GS can be found in [29].

FS shader. The triangles constructed by the GS
shader are rasterized (fixed stage of the graphics pipeline)
to be converted into fragments of the isosurface image.
The FS shader computes the colors of the resulting frag-
ments independently and in parallel, based on the
Phong lighting model [29] with a directional light
source.

Figure 3 shows the general scheme of the visualiza-
tion pipeline developed. Once all quad patches pass
through this pipeline, the resulting image of the
extracted isosurface is synthesized in the frame buffer.

4. RESULTS

Based on the proposed technology, a software
complex was created that implements the extraction of
polygonal models of isosurfaces by means of program-
mable tessellation. To test this complex, we used 3D
scalar fields of water saturation in a porous sample of oil-
bearing rock, which were obtained by numerical model-

ing on a computational grid of 1003 cells. Figure 4 shows
the extracted surface that corresponds to 35% saturation
level. The polygonal model of the isosurface was con-
structed and visualized at a resolution of 3840 × 2160 on
GeForce GTX 1080 Ti (3584 cores, 11 GB VRAM);
the average frequency of visualization was approxi-
mately 100 frames per second. The isosurface obtained
was verified by extracting an isosurface from the same
array of scalar data in MATLAB [30].

, ,c c ci j kK
( ), ,с с сi j k

( ), ,с с сi j k
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Fig. 4. Example of isosurface visualization.
In addition, for the proposed solution, we esti-
mated video memory footprint (in GB) and time it
takes to generate GPU threads (in milliseconds) with

increasing size of the render grid up to 20003 cells. Fig-
ure 5 shows the consumption of time (T) and video
memory (M) for (a) the proposed implementation and
(b) the implementation of the common approach
described in Section 2. As compared to the implemen-
tation (b), the proposed solution reduces the time
required for GPU thread generation by a factor of five
and video memory footprint by a factor of eight. Based
on these results, in our future works, we intend to con-
duct a research on the real-time extraction of isosur-
faces from extended 3D scalar fields (construction of a
extended terrain with negative slopes).
PROGRAMMING A

Fig. 5. Comparison between (a) proposed solution and (b) GPU
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5. CONCLUSIONS

In this paper, we have considered the task of real-time

visualization of detailed 3D scalar fields through isosur-

faces. To overcome the revealed limitations, which hin-

der the real-time construction of polygonal models of

isosurfaces for complex objects, a new GPU-based

method for isosurface extraction using the tessellation

control shader and tessellation evaluation shader has

been proposed. An efficient technology for GPU-based

implementation of marching cubes has been pro-

posed. It is based on the developed method and allows

the time cost of GPU thread generation and video

memory footprint to be significantly reduced as com-

pared to the GPU-based implementation of marching

cubes without tessellation. The proposed solutions

have been implemented in a software complex for the

real-time construction and visualization of polygonal

models of isosurfaces. The developed complex has

been successfully tested on 3D scalar fields of water

saturation in a sample of oil-bearing rock, which were

obtained by numerical modeling. The resulting isosur-

face images have been verified using MATLAB. In the

future, we intend to further develop the proposed

technology to enable the construction and visualiza-

tion of terrain models with negative slopes.
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