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Abstract—Machine learning is used as an effective support system in health diagnosis which contains large
volume of data. More commonly, analyzing such a large volume of data consumes more resources and exe-
cution time. In addition, all the features present in the dataset do not support in achieving the solution of the
given problem. Hence, there is a need to use an effective feature selection algorithm for finding the more
important features that contribute more in diagnosing the diseases. The Particle Swarm Optimization (PSO)
is one of the metaheuristic algorithms to find the best solution with less time. Nowadays, PSO algorithm is
not only used to select the more significant features but also removes the irrelevant and redundant features
present in the dataset. However, the traditional PSO algorithm has an issue in selecting the optimal weight to
update the velocity and position of the particles. To overcome this issue, this paper presents a novel function
for identifying optimal weights on the basis of population diversity function and tuning function. We have also
proposed a novel fitness function for PSO with the help of Support Vector Machine (SVM). The objective of
the fitness function is to minimize the number of attributes and increase the accuracy. The performance of
the proposed PSO-SVM is compared with the various existing feature selection algorithms such as Info gain,
Chi-squared, One attribute based, Consistency subset, Relief, CFS, Filtered subset, Filtered attribute, Gain
ratio and PSO algorithm. The SVM classifier is also compared with several classifiers such as Naive Bayes,
Random forest and MLP.
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1. INTRODUCTION

In general, the heart is found to be a most import-
ant organ of human body. Thus, heart diseases are
considered as a significant health issue in day-to-day
life. Many reports state that the cardiovascular dis-
eases are the root cause of sudden death of individuals
in industrialized countries [1]. The increased death in
industrialized countries affects the individuals' health
and finances and budget of the countries [2]. The fol-
lowing diseases are found to be most important risk
factors for the cardiovascular disease it includes diabe-
tes, high saturated fat, family history, fatness, smoking
and high cholesterol. Nowadays, newborn babies are
also affected by cardiovascular diseases. Hence,
checking of cardiovascular diseases is very common in
day-to-day life.

Moreover, chest pain and fatigue are considered as
the most familiar symptoms of getting the heart dis-
ease [3, 4].

In order to overcome this issue, a number of feature
selection methods are identified by the modern com-
putational researchers [7, 10, 14, 16]. In this paper,
recent advancements in feature selection and frontiers
in heart disease predictions are discussed in detail.
More commonly, feature selection algorithms are
classified into two types namely consistency filter-
based feature selection and correlation-based feature
selection. Correlation-based feature selection is devel-
oped on the basis of filter based feature selection while
consistency filter-based feature selection methods
select the more important features based on their con-
sistency values of each feature. In correlation-based
feature selection, a simple heuristic evaluation func-
tion is used to rank the features subsets [17, 18].

Hence, this heuristic evaluation function signifi-
cantly identifies the more significant features on the
basis of their high correlation values. Thus, low cor-
relation between the features is removed not only from
the training dataset but also testing dataset [19, 20].
Moreover, the correlation-based feature selection1 The article is published in the original.
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methods are also used to remove the redundant fea-
tures from the training dataset and testing dataset. The
consistency filter-based feature selection methods use
the consistency value of each feature to select the more
important features. In addition, a consistency filter-
based feature selection method identifies a random
subset S from the number of features [21]. The current
best position is updated on the basis of the comparison
between the number of features of S and the current
best features. Afterwards, the selected features are
randed based on the various feature randing methods
such as Information Gan, ReliefF and etc. [22, 23].

Relief algorithm and ReliefF algorithm are the two
familiar methods used to rank the multiclass features
with incomplete and noisy data. The ReliefF algo-
rithm is extended based on the original Relief algo-
rithm [25]. In many cases, the Relief algorithm is used
when the communication among features is small and
taking of features with local dependencies. In addition
to Relief algorithm and ReliefF algorithm, Informa-
tion Gain is used more commonly in various applica-
tions [38–41]. A user-defined threshold value is used
in the Information Gain method for selecting the
more significant features. The threshold value is
selected on the basis of entropy method.

In this paper, we have presented a novel feature
selection method on the basis of PSO algorithm with
SVM. The traditional PSO algorithm cannot find the
ideal weight to update the velocity and position of the
particles. To overcome this issue, we have proposed a
novel function to find the optimal weights on the basis
of population diversity function and tuning function.
In order to minimize the number of attributes and
increase the accuracy, an SVM classifier with constant
value λ is used as a fitness function of the proposed
PSO algorithm. In the proposed PSO algorithm, the
large inertia weight is used for a global search while a
small inertia weight is used for a local search. A con-
stant value λ is altered on the basis of a total number of
features used in the PSO. In the proposed PSO algo-
rithm, if the number of features present in the subset is
high then the fitness function reduce the attributes.
Otherwise, if the number of features present in the
subset id low then the fitness function improves the
accuracy.

2. RELATED WORK
An effective rule reduction algorithm is proposed

by Carlos Ordonez [3]. This algorithm is applied to the
real-time medical records for identifying the early
stage of heart attacks. An objective of this algorithm is
to reduce the number of association rules in the min-
ing process. Hence, the resultant rules generated from
this algorithm is used for classifying the heart disease
effectively. In addition, the performance of the resul-
tant rules is evaluated based on the following perfor-
mance evaluation metrics it includes sensitivity, accu-
racy, precision, specificity, true positive rate and false
PROGRAMMING AND COMPUTER SOFTWARE  Vol. 
positive rates [26]. These parameters are calculated for
a given set of independent test cases. In recent years,
this rule generation algorithms are effectively used for
predicting the heart attacks in an early stage.

Similarly, a novel feature selection algorithm is
proposed by K.C. Tan et al. [8] with the help of wrap-
per method based Genetic Algorithms (GAs). The
objective of this method is to find the more significant
attributes of this method is to find the more significant
attributes that independently classify the heart disease
in an efficient manner. The fitness function is used in
order to indentify the more appropriate features from
a set of given features. More similarly, Jesmin Nahar
et al. [9] have developed a novel intelligent feature
extraction method on the basis of various meta-heu-
ristic algorithms it includes Predictive Apriori and
Tertius. The extracted features can effectively classify
the heart disease with an improved accuracy rate of
87%. The performance evaluation parameters are used
to prove the good performance of the proposed meta-
heuristic based feature selection algorithm [27].

A novel Kemel F-score Feature Selection (KFFS)
methods proposed by Kemal Polat [11] is used to
remove the irrelevant and redundant features and
select the more significant features. The proposed
algorithm is tested with a large size electronic health
record and the performance of this algorithm is evalu-
ated with the help of sensitivity, accuracy, precision,
specificity, true positive rate and false positive rates
[28]. The function of the proposed DFFS algorithm is
divided into two types, namely, F-score method and
Radial Basis Function (RBF) kernel functions. The
vital role of the RNF kernel method is to convert the
features of medical datasets into a kernel space [29–
31]. In order to calculate the F-score values with high
dimensional feature space, the F-score technique is
initially used in the proposed framework [37, 38].

Moreover, the differential evolution classifier with
Principal Component Analysis (PCA) is used by Pasi
Luukka [15] to develop more efficient classification
rules for early detection of heart disease. The vital role
of this PCA method is to develop the classification
model and removes the irrelevant and redundant fea-
tures from not only training dataset but also testing
dataset. They have used the classical Electronic Med-
ical Record (EMR) to evaluate the performance of the
proposed method, where a range of patient demo-
graphical attributes are considered for predicting the
diabetes it includes symptoms and behavior of the
patients, heartbeat rate, history of coronary infarction,
angina, Electro-CardioGraphy (ECG), blood glucose
level, blood pressure and blood insulin level and so on
[32, 33].

A novel genetic algorithm based feature selection
method has proposed by Hongmei Yan et al. for iden-
tifying the more important attributes to get heart dis-
ease. This algorithm tested with a variety of heart dis-
ease dataset it includes coronary heart disease, hyper-
44  No. 6  2018
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Table 1. Confusion matrix

Test result
Original result

Row total
P N

P TP FP TP + FP
N FN TN FN + TN
Column total TP + FN FP + TN TP + TN + FP + FN

Table 2. Comparison of classifiers (original features)

No. Classifier True 
classification

False 
classification

Accuracy, 
%

1 SVM 212 58 79.35
2 Random forests 210 60 78.25
3 MLP 208 62 76.78
4 Naive bayes 204 66 75.23

Table 3. Comparison of feature selection algorithms

Feature selection 
methods Features selected

Info gain 12 (1, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13)
Relief 13 (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13)
Correlation 9 (1, 3, 7, 8, 9, 10, 11, 12, 13)
Consistency 11 (1, 2, 3, 5, 7, 8, 9, 10, 11, 12, 13)
Gain ratio 12 (1, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13)
Chi-squared 13 (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13)
Filtered subset 7 (2, 3, 8, 9, 10, 12, 13)
PSO 7 (3, 7, 8, 9, 10, 12, 13)
PSO with SVM 6 (3, 7, 8, 9, 10, 13)
tension, congenital heart disease, rheumatic valvular
and chronic pulmonale heart disease. In addition to
the above methods, a number of artificial intelligence
methods and machine learning procedures are used
for predicting and classifying the heart diseases effec-
tively [34]. These methods are also employed for iden-
tifying the more important features [35]. The follow-
ing research works have used various methods for pre-
dicting the heart diseases it includes machine learning
method [44], artificial intelligence technique [12],
Genetic Algorithm (GA) with Binary Particle Swarm
Optimization (BPSO) [13] and Case-based reasoning
(CBR) method [24].

In addition, a variety of regression techniques and
classification algorithms have employed in [21] for
developing a predictive model that used to discover the
hidden values from the heart disease dataset. Iftikhar
has used SVM and PSO to develop a healthcare ana-
lytic model [42]. The proposed model is used to iden-
tify the risk factors of heart disease. They have used
Cleveland heart disease database to evaluate the per-
PROGRAMMING A
formance of the proposed healthcare analytic model.
Shah et al. have developed a novel feature selection
approach based on Probabilistic Electronic Medical
Record Principal Component Analysis (PPCA) [43].
The vital role of PPCA is used to extract the more
important features for predicting the heart disease. In
addition, hybrid neural network-Genetic algorithm is
proposed to classify the heart disease in effective man-
ner [44].

This method also improves the performance of
neural network by about 10% through augmenting its
the heart disease. The experimental results are com-
pared initial weights. This weight changing task is
done with the help of genetic algorithm which pro-
poses better weights for neural network. The proposed
method achieved accuracy, sensitivity and specificity
rates of 93.85, 97, and 92% respectively, on Z-Aliza-
deh Sani dataset [44]. Li et al. proposed a kernel
extreme learning machine (KELM) and improved
grey wolf optimization (IGWO) method for heart dis-
ease diagnosis. The objective of IGWO method is to
find the optimal features from the heart disease dataset
[45]. Vivekanandan et al. have proposed a adapted dif-
ferential evolution (DE) algorithm to select the more
significant attributes to get heart disease. The pro-
posed algorithm tested with a diversity of heart disease
dataset it comprises hypertension, congenital heart
disease, coronary heart disease, chronic pulmonale
and rheumatic valvular heart disease [46].

Jabbar et al. have proposed a classification method
which uses chi square and random forest for predicting
the heart disease. The performance of the proposed
algorithm is evaluated on UCI machine learning heart
disease data sets. The experimental results demon-
strate that the proposed method produced high classi-
fication accuracy compared to other classification
methods [47]. Paul et al. have presented a genetic algo-
rithm based fuzzy decision support system to predict
the heart disease. The proposed method consists of
following steps: preprocessing, feature selection, fuzzy
rule generation based on genetic algorithm and pre-
dicting the heart disease [48].

Inbarani et al. have proposed a novel supervised
feature selection method on the basis of hybridization
of Particle Swarm Optimization (PSO). The proposed
method is verified with a large size of electronic health
record and the performance of this algorithm is evalu-
ated with the help of various performance evaluation
parameters such as ROC analysis, accuracy, sensitiv-
ity, precision, specificity, true positive rate and false
positive rates [49]. Tomar et al. have proposed a fea-
ture selection based Least Square Twin Support Vec-
tor Machine (LSTSVM) for early diagnosis of heart
diseases. This method uses F-score statistics for iden-
tifying the weight of each feature. The proposed
LSTSVM model is used to identify the risk factors of
heart disease [50].
ND COMPUTER SOFTWARE  Vol. 44  No. 6  2018
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Fig. 1. SVM Classifier.
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Fig. 2. Heart disease dataset.

@relation heart-statlog
@attribute age real
@attribute sex real
@attribute chest real
@attribute resting_blood_pressure real
@attribute serum_cholestoral real
@attribute fasting_blood_sugar real
@attribute resting_electrocardiographic_results real
@attribute maximum_heart_rate_achieved real
@attribute exercise_induced_angina real
@attribute oldpeak real
@attribute slope real
@attribute number_of_major_vessels real
@attribute thal real
@attribute class { absernt, present}
@data
70,1,4,130,322,0,2,109,0,2,4,2,3,3,present

57,1,2,124,261,0,0,141,0,0,3,1,0,7,present
67,0,3,115,564,0,2,160,0,1,6,2,0,7,absent

64,1,4,128,263,0,0,105,1,0,2,2,1,7,absent

65,1,4,120,177,0,0,140,0,0,4,1,0,7,absent
74,0,2,120,269,0,2,121,1,0,2,1,1,3,absent

56,1,3,130,256,1,2,142,1,0,6,2,1,6,present
59,1,4,110,239,0,2,142,1,1,2,2,1,7,present
Reddy et al. have used rule-based fuzzy logic
(RBFL) and oppositional firefly with BAT method for
predicting the heart disease. The hybrid OFBAT-
RBFL heart disease diagnosis method is also pro-
posed on the basis of RBFL and oppositional firefly
with BAT method. The performance evaluation
parameters are used to prove the good performance of
the hybrid OFBAT-RBFL algorithm [51].

Pimentel has used Naive Bayes (NB) to classify
with the variety of classifiers such as Alternating Deci-
sion Tree (ADT), Support Vector Machine (SVM),
Random Forest (RF), Random Tree (RT) and K-
Nearest Neighbour (KNN). The extracted features
can efficiently classify the heart disease with an
improved accuracy rate of 82%. The performance
evaluation parameters such as ROC and accuracy are
PROGRAMMING AND COMPUTER SOFTWARE  Vol. 

Table 4. Comparison of the accuracy of classifiers (selected a

Feature selection 
methods

Random forest 
(accuracy in %)

Naive bayes 
(accuracy in %)

Relief 77.23 73.07

Correlation 81.12 77.24

Filter 77.74 80.34

Info gain 80.33 74.12

Consistency 80.32 77.12

Chi-squared 80.24 75.23

Gain ratio 77.67 74.12

PSO 78.76 81.43

PSO with SVM 81.25 84.45
used to prove the effectiveness of the Naive Bayes
based feature selection algorithm.

3. ENHANCED PARTICLE SWARM 
OPTIMIZATION WITH SVM
FOR FEATURE SELECTION

The objective of the metaheuristic algorithms is to
classify the best solution with less time. The perfor-
mance metaheuristic algorithm is good when com-
pared with traditional deterministic algorithms. The
PSO is one of the familiar metaheuristic algorithms
used to identify the optimal solution in an efficient
manner. In this method, the particles are selected on
the basis of random approach. Moreover, the particles
present in PSO moves randomly from source to desti-
nation. In each movement and iteration, a fitness
44  No. 6  2018

ttributes by PSO-SVM) (in %)

MLP
(accuracy in %)

SVM
(accuracy in %)

Average
(accuracy in %)

75.53 82.69 77.13

80.19 85.52 81.01

79.77 84.16 80.50

75.54 82.65 78.16

77.75 83.12 79.57

75.54 82.56 78.39

75.54 82.45 77.44

80.54 85.13 81.46

83.54 88.22 84.36
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Fig. 3. ROC curve for different classifiers (reduced fea-
tures).
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function is calculated to reach the best solution. The
fitness function is found to be a most important
method in PSO. The performance and efficiency of
the PSO algorithm are calculated based on the effec-
tiveness of the fitness function. In this algorithm, the
best particles are selected based on their fitness value.

The traditional PSO algorithm has an issue in
selecting the optimal weight to update the velocity and
position of the particles. Hence, the large inertia
weight is used for a global search while a small inertia
weight is used for a local search [51]. More commonly,
the inertia weight of the PSO algorithm is change
between 0 and 1. In order to find the optimal weights
for a global search and local search, a population
diversity function and tuning function are proposed in
this paper for the PSO.

3.1. Population Diversity Function

In general, all the particles present in the PSO will
meet at a certain time. If the particles meet at a specific
time then the population diversity will fall down.
Afterwards, the consistency of the algorithm will
reduce. In order to overcome this issue, the proposed
PSO algorithm uses population diversity function.
The objective of the population diversity function is to
help algorithm out of local optimum. The population
diversity function is defined by, population diversity
function

(3.1)

where

(3.2)

#N = total size of all swarm,

#  = particle fitness at kth position,
#favg = current average of the fitness of the swarm.

(3.3)

The notation “E” represents the “aggregation” level of
all particles it is also called a range of the group parti-
cles. If the group fitness E is small, then the group par-
ticles (diversity) will also be small. Otherwise, the
group particles (diversity) will be high.

3.2. Tuning Function

In all most all the swarm intelligence algorithms
group the individuals in a specific place, then the pop-
ulation diversity function αt should decrease with the
number of iteration is increased. When the swarm fit-
ness E approaches zero, the particles are meet in a spe-
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π
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=
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N
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cific place. Hence, the number of iteration is increas-
ing the population diversity function should reduce.
In order to maintain this level, a tuning function is
proposed for the PSO algorithm. The tuning function
is defined by,

(3.4)

where

T = Total number of iteration,
t = Current iteration.
More commonly, the inertia weight is found to be a

more significant option to maintain the balance
between the local and global search solution. In PSO
algorithm, the objective of the inertia weight is used to
update the previous velocity on the current velocity. In
the end of the PSO algorithm, all the particles are
meeting in a specific place and also the velocities of
the particles will decrease slowly to zero. To solve this
issue, the proposed PSO algorithm use the diversity
function and tuning function. The proposed com-
bined function for calculating the inertia weight is
defined as follows:

(3.5)

where
w = represents the inertia weight,
wmin = represents the minimum inertia weight,
wmax = represents the maximum inertia weight,
αt = denotes the range function,
βt = denotes the tuning function.

− σβ =
2( /2 )tuning function ,t

t e

σ = /3,T

= + α β −min max min( ),t t tw w w w
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3.3. Proposed Fitness Function Using SVM Classifier

Algorithm: Proposed Particle Swarm Optimization with SVM Classifier

1. Function PSO()
2. Begin

a. Generating the initial population
b. For k = 1 to n (where, n represents the population size)

i. Particle[k].best = C_P (where, C_P represents the current position)
ii. Particle[k].bestFitness = C_F (where, C_F represents the current fitness)

1. Train the SVM classifier by training set
2. Calculate the Fitness function
3. Classification accuracy of SVM and the number of selected features are used to construct a

fitness function.

4. classification accuracy of SVM = .

5. Fitness Function Fx(I) = (100 – accuracy) + 

where μ = 10log(total No. of Features) + 1.
c. End for
d. gBest = particle.best with lowest fitness
e. For t = 1 to m (Where m represents the maximum iteration)

i. For k = 1 to n (Where n represents the population size)

1. 

2. 

#  = The kth particles in a D-dimensional vector

#  = the space of f light speed
#r1, r2 = random numbers between 0 and 1
#c1, c2 = learning factors
#w = intertia weight

3. 
#wmin = inertia weight at minimum level,
#wmax = inertia weight at maximum level,
#αt = population diversity function,
#βt = tuning function.

4. population diversity function 

where 

#N = swarm size

#  = fitness of the particle at k
#favg = current average of the fitness of the swarm

5. 

6. tuning function 
#

+
+ + +

TP TN

TP TN FP FN

μ
.

Feature in Subset

Total No of Features

+ += + + − + + −v v
1 1

1 1 2 2( ) ( )t t t t t t
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#T = Total number of iteration
#t = Current iteration
7. If current_fitness < particle[k] best_Fitness

a. Particle[k]_best = current_position
b. Particle[k]_best_Fitness = current_fitness

8. End if
ii. End for
iii. gBest = particle_best with lowest_fitness

f. End for
g. Return gBest

End
The PSO algorithm uses a set of possible solutions

to obtain a suitable solution for a given problem.
As PSO is one of the optimization methods, the goal
of this method is to find the global optimum of a real-
valued (fitness) function defined in a given space.
The proposed PSO algorithm uses SVM classifier and
its accuracy as a fitness function to calculate the fit-
ness value of the particles.

SVM is originally proposed by Vapnik [6] for
regression, classification and density estimation prob-
lems (Fig. 1). The linear SVM score function is

(3.6)
where

x = represents the observation,
β = represents the vector comprises the coefficients

that describe an orthogonal vector to the hyperplane,

= β +( ) ' ,f x x b
PROGRAMMING AND COMPUTER SOFTWARE  Vol. 44  No. 6  2018

Fig. 4. Accuracy of feature selection algorithms.
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Fig. 5. Comparison of the Accuracy of classifiers (selected
attributes by PSO-SVM).
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b = represents the bias term,

2/||β|| = represents the optimal margin length.

Equation (4) is used as a classifier in the fitness
function of proposed PSO. It is a classifier defined by
a separating hyperplane. In other words, given labeled
training data (supervised learning), the algorithm out-
puts an optimal hyperplane which categorizes new
examples. On the basis of classification results the fit-
ness function is calculated in the proposed PSO.

The maximum margin length is defined by the
SVM, whereas keeping observations in the positive
(y = 1) and negative (y = –1) classes.

classification accuracy of

(3.7)

where TP = True Positive, TN = True Negative, FP =
False Positive, FN = False Negative.

(3.8)

where μ = 10log(total No. of Features) + 1.

The objective of the fitness function is to minimize
the number of attributes and increase the accuracy. A
value μ is changed on the basis of a total number of
features used in the PSO. In the proposed PSO algo-
rithm, if the number of features present in the subset is
high then the fitness function reduce the attributes,
otherwise, it improves the accuracy.
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4. RESULTS AND DISCUSSION

The performance of the proposed PSO-SVM is
compared with the various existing feature selection
algorithms such as Info gain, Chi-squared, One attri-
bute based, Consistency subset, Relief, CFS, Filtered
subset, Filtered attribute, Gain ratio and PSO algo-
rithm (Fig. 4). As shown in Fig. 2, the proposed PSO-
SVM based features selection method uses the heart
disease dataset collected from Cleveland heart disease
database [36]. The good performance of the SVM
classifier is proved on the basis of ROC analysis. The
ROC curve for the classifiers SVM, Naive Bayes, Ran-
dom Forest and MLP are presented in Fig. 3. The
experimental results are performed in the MATLAB
environment. As shown in Fig. 5, the SVM classifier is
compared with the various familiar classifier methods
such as Naive Bayes, Random Forest and MLP. In
order to perform the ROC analysis, the confusion
matrix is calculated based on Table 1. Tables 2 and 3
depict the Accuracy of classifiers for the original fea-
tures and selected attributes respectively. The accuracy
of different classifiers such as Naïve Bayes, Random
Forest, MLP, SVM are compared on the basis of dif-
ferent feature selection algorithms such as Info gain,
Chi-squared, One attribute based, Consistency sub-
set, Relief, CFS, Filtered subset, Filtered attribute,
Gain ratio and PSO algorithm and the results are
depicted in Table 4.

As shown in Table 4, SVM classifiers produces
88.22% of accuracy when using the significant features
originally identified by the proposed PSO with SVM
based feature selection method. However, the tradi-
tional PSO feature selection method with SVM classi-
fier classifies the heart disease with the accuracy of
85.13%. The proposed algorithm effectively increases
the accuracy of 3.09% when using the proposed weight
selection method and SVM based fitness function.
The features (3, 7, 8, 9, 10, 13) identified by using PSO
with SVM based feature selection method are used by
the various classifiers such as Naive Bayes, Random
Forest and MLP to prove the significance of the
selected features. The experimental results proved that
the SVM based classifier outperformed well when
compared with other classifiers.

5. CONCLUSIONS

The proposed PSO with SVM algorithm based fea-
ture selection method identifies 6 significant features
it includes sex, fasting blood sugar level, resting elec-
trocardiographic result, maximum heart rate, exer-
cise-induced angina real and a number of major ves-
sels (3, 7, 8, 9, 10, 13) to classify the heart disease. The
resultant features are supplied to SVM for finding the
accuracy. The SVM produces 79.35% of accuracy
when classifying the heart disease with the whole fea-
tures. However, the SVM classifier produces 84.36%
of accuracy when classifying the heart disease with the
44  No. 6  2018
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selected features. We have evaluated the performance
of the proposed PSO-SVM method on the basis of
comparison between the various existing feature selec-
tion algorithms such as Info gain, Chi-squared, One
attribute based, Consistency subset, Relief, CFS, Fil-
tered subset, Filtered attribute, Gain ratio and PSO
algorithm. The good performance of the SVM classi-
fier is proved on the basis of Receiver Operating Char-
acteristic (ROC) analysis. We have used the Cleveland
heart disease database for the demonstration of the
proposed PSO-SVM based features selection method
to predict the heart disease. The MATLAB environ-
ment is used to perform the experimental evaluation.
The SVM classifier is also compared with the various
familiar classifier methods such as Naïve Bayes, Ran-
dom Forest and MLP to prove the significance of the
selected features.
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