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Abstract—An approach to the recovery of trajectories of objects in a dynamic scene from stereo images is pro-
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1. INTRODUCTION

The problem of the simultaneous recovery of the
motion trajectory of an autonomous robot and the
construction of a 3D model of the environment from
video data has long been studied; it is known in the lit-
erature as Simultaneous Localization and Mapping
(SLAM) or Structure from Motion (SfM). This prob-
lem is well studied for static scenes. However, in the
case of dynamic scenes (with moving objects), the
proposed methods are poorly suited or are not appli-
cable at all, which narrows down the range of practical
applications.

To solve this problem in the dynamic statement,
various methods using silhouettes, color and stereo
images, and illumination and motion extracted from
video data to reconstruct the geometry of dynamic
objects (DOs) in the scene were proposed. The major-
ity of studies is based on the controlled environment in
which the background is known and calibrated fixed
cameras are used. Only a small number of approaches
were proposed for more general statements (with cer-
tain limitations). For example, in [1] it is assumed that
the scene includes only one dynamic object. In [2], the
reconstruction quality is limited at the billboard level.
In [3], this limitation is removed, but the method
requires scene preprocessing aimed at obtaining struc-
ture information about the static part of the scene,
which facilitates the further reconstruction of the
dynamic scene.

A more general approach to the reconstruction and
segmentation of complex dynamic scenes using a great
number of moving cameras without the a priori
knowledge about the scene was proposed in [4]. In this
approach, dense depth maps for each camera are eval-
uated and then combined to reconstruct each dynamic
object. A feature of this approach is the method of
coarse initial segmentation and the dense reconstruc-
tion algorithm.

From the viewpoint of algorithmic simplicity, an
efficient computationally inexpensive approach that
makes it possible to use standard GPUs is based on the
point representation of objects. For example, [5] uses
a global point model for representing static and
dynamic objects. Each point is characterized by a con-
stantly updated confidence indicator, which can be
used to evaluate that probability that the point belongs
to a static or dynamic object. The dynamic objects are
formed by combining points based on their texture and
3D geometric characteristics.

An effective approach to the reconstruction of
complex dynamic scenes was proposed in [6]. A fea-
ture of this approach is the use of temporal coherence,
multi-view segmentation, and geodesic star convexity
constraint that provide robust joint segmentation and
shape reconstruction of dynamic objects. In the
approach to real-time reconstruction and visualiza-
tion proposed in [7], the focus is on the use of the cal-
culated surface curvature. It is claimed in [7] that this
approach reduced the error in of recovering the cam-
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era trajectory and improved the reconstruction qual-
ity.

Note that the existing solutions are insufficiently
universal, and the software and algorithms are often
insufficiently efficient for practical purposes.

In this paper, we propose an approach to solving
the SfM from video data problem as applied to
dynamic scenes. This approach is based on the use of
visual odometry, point model of objects, and imple-
mentation of a set of novel algorithms designed for the
identification and processing of static and dynamic
objects of the scene without a priori knowledge about
the static objects. The proposed approach is an elabo-
ration of the results obtained by the authors of this
paper for static scenes [8–11]. The focus is on the
detection of dynamic objects in a point model of the
scene, recovery of the camera trajectory, and calcula-
tion of trajectories of dynamic objects. The algorith-
mic implementation and estimate of its effectiveness
are given for the specific case of autonomous under-
water vehicles (AUVs).

2. STATEMENT OF THE PROBLEM
We assume that an autonomous underwater vehicle

equipped with a stereo camera moves in an a priori
unknown environment along an arbitrary trajectory
and captures images at a prescribed frequency. The
scene contains, in addition to the static part (unmov-
ing objects), appearing and disappearing dynamic
objects scene that move along a priori unknown tra-
jectories. The geometric shapes of these objects are
not known in advance, but we assume that their shapes
do not change in the course of the motion; i.e., the
dynamic objects are rigid. In the classical statement,
this problem is known under the name of visual
SLAM—simultaneous solution of two interrelated
problems: accurate reconstruction of the robot (cam-
era) motion and construction of a 3D model of the
observed static environment from the captured video
stream.

In the statement of this problem for dynamic
scenes, it is required, in addition to the reconstruction
of the robot (camera) trajectory and the static scene,
calculate the trajectories of the moving objects and
their 3D shapes. In this paper, we consider the first
problem—reconstruction of trajectories of all dynamic
objects and the AUV trajectory. The solution is based
on the visual odometry method. The algorithms pro-
posed in this paper are adapted for the conditions
under which AUVs operate; however, the proposed
approach is universal.

The results of solving this problem in the form of
matrix transformations determining the motion of the
objects will be used for the animated visualization of
the robot motion in the reconstructed 3D environ-
ment along an arbitrary prescribed trajectory. Such a
visualization is needed for solving practical problems
PROGRAMMING AND COMPUTER SOFTWARE  Vol. 
related to the analysis of situations in 3D scenes and
execution of autonomous vehicle missions.

3. DESCRIPTION OF THE APPROACH
To calculate the trajectories of the camera and all

dynamic objects, the dynamic objects must be
detected and identified in each position of the robot.
An additional difficulty in the calculation of the
proper motion of dynamic objects is that their motion
detected in the images is the result of the simultaneous
motion of the camera and the object’s proper motion.
To describe the dynamic objects and the correspond-
ing algorithms, we will use a point description of the
scene objects. The set of 3D points for the subsequent
processing is constructed based on the feature points
matched in stereo pairs using the SURF detector or
the Kanade–Lucas–Tomasi feature tracker (KLT
tracker). To estimate the motion and reconstruct the
trajectories from the captured video stream, the visual
odometry method is used. According to this method,
the classical computation scheme for calculating the
camera trajectory relative to the static part of the scene
uses the following step-by-step processing the stereo
pair images:

• Matching 2D features in the pairs of sequential
images corresponding to two adjacent positions on the
trajectory in which the coordinates will be calculated.

• Construction of the set of 3D points (3D cloud)
given the matched set of features in the stereo pair cap-
tured in the current position. Similarly, the 3D cloud
for the stereo pair captured in the preceding position is
constructed. The coordinates of the points in each 3D
cloud are specified in the local system of coordinates
related to the current position.

• Given the matched 3D clouds, calculation of the
geometric transformation matrix describing the rela-
tive displacement of the camera (robot) (6 degrees of
freedom (6DOF)) in the local system of coordinates.

The key task in the considered statement of the
problem is to partition the points of the initial set into
the points belonging to the static part of the scene and
to dynamic objects.

The approach is based on the two-phase processing
of the point representation of the scene at each
designed point in time. In the first phase, a coarse par-
titioning of the points into groups supposedly belong-
ing to the static part of the scene and to dynamic
objects is made. The main criterion of this partitioning
is the rigidity of dynamic objects, which allows us to
evaluate the similarity of motions. The algorithmic
selection of the static part of the scene in this phase
helps obtain a more accurate description of the
dynamic groups in the second phase. A problem in its
own right is matching the dynamic group formed at
the current step with the dynamic group formed at the
preceding step. This problem is solved by checking the
membership of the tested point in the spatial hull of an
44  No. 3  2018
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Fig. 1. The local coordinate systems (LCSc) and the world coordinate system (WCS) used in the scene with dynamic objects (DO)
when the camera (AUV) moves along a trajectory. Position b indicates the beginning of the DO motion in the scene.
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earlier formed group and using the criterion of motion
similarity.

Since the images captured by the camera reflect the
result of the simultaneous motion of the camera and
the objects, the computation of the local matrices
determining the proper motion of each object is based
on the use the computed matrix for the static part of
the scene (the camera motion).

The set of algorithms implementing the proposed
approach and the computation procedure are consid-
ered below.

4. ON THE RELATIONSHIP BETWEEN
THE GEOMETRIC TRANSFORMATION 

MATRICES DETERMINING THE MOTION
OF THE CAMERA AND THE MOTION

OF DYNAMIC OBJECTS

The parameters (6DOF) of the AUV trajectory are
computed in the positions i, where , and 
is the time instant of the AUV motion corresponding
to the position i of the AUV. Each position i is associ-
ated with the stereo pair of images captured by the
camera from this position.

WCS is the world system of coordinates. Without
loss of generality, we consider the local system of coor-
dinates attached to the camera at the initial time as the
WCS.

 is the local system of coordinates of the cam-
era in position i, and d is the identifier of a dynamic
object.

Each dynamic object d is characterized by its life-
time in the scene from the time  when it appears in
the scene to the time  at which it leaves the scene.
With the time , we associate the initial system of
coordinates  of the object d (Fig. 1).
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In this system of coordinates, we can describe the
proper motion of the object without reference to the
camera motion. Furthermore, we will generate in this
system of coordinates the full 3D model of this object;
i.e., all the views of the object and their combination
will be represented in this system. Without loss of gen-
erality, we can use the camera (AUV) local system of
coordinates  in the position b as the initial system.
Since the visual odometry method relates each  to
the WCS, the coordinates of the dynamic object points
can be recalculated to the WCS. For this reason, the
proper relative (local) displacement of the dynamic
object from  to position i will be estimated by
computing the geometric transformation matrix between
the systems of coordinates  and 

Note that the camera captures the scene image that
is the result of simultaneous motion of the camera and
the proper motions of the dynamic objects relative to
the static part of the scene. To find the relation
between these two motions, we use the fact that the
motion of an object relative to the camera can be
assigned a symmetric motion of the camera around
the object. Then, the local complex transformation
computed using the Iterative Closest Point (ICP)
algorithm (based on the 3D clouds of adjacent posi-
tions constructed from the tracked object features) can
be represented by

(1)

where  is the complex transformation matrix that
represents the result of the simultaneous motion of the
camera and the dynamic object at the current step of
the trajectory (this matrix is computed by the ICP
algorithm),
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Fig. 2. Block diagram of processing images of two stereo
pairs.
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 is the transformation matrix of the static point

coordinates from the  system of coordinates to
 describing the camera motion (it is computed

from the identified static group),

 is the transformation matrix of the dynamic
object from the system of coordinates of position

 to the system of coordinates of position i
describing the proper local displacement of the
dynamic object.

Equation (1) implies that

(2)

That is, given the measurements (the result of the
camera and dynamic object motion) and the com-
puted motion of the camera, we can calculate the
proper relative motion of the dynamic object. The
relation between the 3D coordinates of each point 
of the object d specified in the local system of coordi-
nates of position  and the corresponding point in
position i is given by the equation 

The transformation matrix from the initial system
of coordinates of the dynamic object to the system of
coordinates of the current position i (the proper rela-
tive motion) is obtained by multiplying the corre-
sponding local matrices:

(3)

Then, the coordinates of the object d at the time  are
related to the coordinates of the initial system by the
matrix :
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Hence, the inverse transformation  makes it
possible to place all views i of the object d into its initial
system of coordinates.

To place all dynamic objects and their trajectories
into the same system of coordinates (WCS), we should
transform their coordinates from the initial system of
coordinates of these objects to the WCS. Taking into
account (3), this transformation can be written as

(4)

where , because we use the
local system of coordinates of the camera at the initial
time as the WCS. Thus, the ability to recalculate the
coordinates of each dynamic object to the WCS allows
us to reconstruct their trajectories and 3D models in
the unified coordinate space of the world system of
coordinates.

5. BASIC SET OF ALGORITHMS
5.1. Partition of the Initial Set of 3D Points Into Groups 

Belonging to Different Objects

For identifying the scene objects and tracking their
motion in time, we will use the point representation of
static and dynamic objects.

That is, at each point in time (at the position from
which the stereo pair of images is captured by the cam-
era), each object is represented by a set of spatial
points belonging to the visible surfaces of the object.
These points provide the original set both for solving
the navigation problem and for reconstructing 3D
objects. As has been mentioned above, the original set
of 3D points is generated by the SURF detector and
KLT tracker. Using the pairwise matching of the set of
features in four images in two stereo pairs (Fig. 2), a
unified matched set of features is generated; using this
set, two 3D clouds are constructed using the ray trian-
gulation method in positions  and i. The set of
object points in the current position can be repre-
sented by one or several groups of points using an algo-
rithmic implementation of the proposed point selec-
tion procedure. The principles used to form these
groups are as follows: (a) identification of the group by
its initial point chosen from the original set of 3D
points and belonging to an object in the scene (later
the identification of this object is preserved by tracking
it in time); (b) selection of points from the original set
satisfying a criterion (criteria) that they belong to the
given object. The initial point will be called the seed
point.

The seed point is chosen by a special algorithm
ensuring that it is located at a place with a high local
density and that its matching error in two 3D clouds is
minimal. For differentiating points of different objects
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Fig. 3a.   is the true DO point.  is the false point in the
DO group satisfying the rigidity criterion because 

position at
time ti−1

DO

r1

r1 r2

r2
P1

P2

P1'

P2'

Pseed Pseed

DO

Matching error
|P − P'|

Static object
"seabed"

position at
time ti

1P 2P

= .1 2r r
Fig. 3b. False points P occurring due to geometric ambigu-
ity of the rigidity criterion lie on the spatial line L.
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in the case when the scene objects are rigid, the natural
criterion that the distances between the points of each
object are preserved when it moves in the interval
between two camera positions can be used. This crite-
rion makes it possible to detect the motion of points of
different objects. This criterion can be implemented in
various ways. A simple and computationally efficient
implementation is to compare the distances between
the seed point and the point being tested in two 3D
clouds. In this work, we deliberately did not use a
threshold in the criterion implementation (because it
has a degree of arbitrariness); instead, among all
groups we selected the group that best satisfies the
rigidity criterion; more precisely, we select the group
with , where  and P are the seed point
of the group and the point being tested in the first 3D
cloud,  and  are, respectively, their matched
images in the second 3D cloud, and

However, this criterion can produce false points.
This can occur for two reasons: (a) matching error
inherent in the detector used to match points in two
clouds, which can be interpreted as an object motion;
(b); the direction of motion of an object creates a geo-
metric situation in which the distance between the
seed point and the point being tested is the same in two
3D clouds. Two typical examples are illustrated in
Figs. 3a and 3b. Figure 3a illustrates the geometric sit-
uation in which the point  belonging to a static
object is included in the group of dynamic objects due
to a matching error made by the detector because it
satisfies the rigidity criterion.

−min 1 2r r seedP

seed'P 'P

= − , = − .seed seed'1 2 'r P P r P P

2P
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Figure 3b illustrates the situation of geometric
ambiguity of the criterion when the points  on the
spatial line L belonging to the static part of the scene
satisfy the rigidity criterion applied to dynamic
objects. The line L is the intersection of the plane Q
and the seabed at which the camera is directed. The
rigidity criterion is applied to the following pair of
points: the seed  (on the dynamic object) and the
point P (on the seabed, which is in the static part of the
scene). According to the distance criterion, if the point
P belongs to the same object as , then  and 
must be identical. However, the points P on the line L
that belong to another object satisfy the criterion being
verified because  due to the geometric con-
struction. That is, for certain displacements of  to

, ambiguous situations can occur in which the
rigidity criterion does not unambiguously determine if
two points belong to the same object. Such false points
should be eliminated by filtering algorithms described
below.

We have already mentioned that two partially dif-
ferent algorithms are used at the initial step and at the
subsequent steps of trajectory calculation. In the first
case, the points matched in two 3D clouds are parti-
tioned into groups; in the second case, the static and
dynamic groups identified in the current position are
additionally matched to the corresponding groups
identified in the preceding position. Both computa-
tion procedures are discussed below.

P

seedP

seedP 1r 2r

=1 2r r

seedP

seed'P
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5.2. Algorithm for the Identification
of the Group of Static Points

The idea underlying this algorithm is to classify a
group of 3D points as belonging to the static part of the
scene using a set of “weak” assumptions none of which
gives a definite answer but makes a weighted contribu-
tion to the decision criterion.

The weak assumptions (criteria) are as follows:
• the maximal diagonal of the static group is equal

to the diagonal of the scene enclosing box. The enclos-
ing box is constructed by finding all  coordi-
nates over all points in the group of 2D and 3D
points).

• the number of static points is much greater than
the number of points in any dynamic object;

• in the case of underwater situations, the static
(seabed) points are farther from the camera than the
dynamic objects in the water mass.

The algorithm can be improved by adding addi-
tional criteria.

5.2.1. Partitioning the original set of points into static

and dynamic. The matrix of the static part  calcu-
lated at the stage of the coarse partitioning of points
into groups allows us to use the motion criterion for
estimating the point status; this criterion partitions the
original set of points into the static and dynamic
groups more reliably. For a static point in the first 3D
cloud, its image in the second 3D cloud can be calcu-
lated using the matrix . If  is known exactly
and there are no errors in matching features, then the
calculated image must be identical to the matched
point in the second cloud. If the matrix is known
approximately, then differences in the matched points
can occur, but they must not exceed a certain thresh-
old. However, for dynamic points, this discrepancy is
greater than the specified threshold. The criterion
based on the estimation of the calculated discrepancy
makes it possible to partition the original points into
the static and dynamic subsets: if  <
threshold, then the point is static; otherwise, it is
dynamic. Here P is the point in the first cloud, and 
is the corresponding point in the second cloud.

As a result, we obtain the refined static group and
the other part D of the original set, which is the set of
points belonging to dynamic objects. The resulting set
of dynamic points is then filtered and partitioned into
groups belonging to different dynamic objects. The
algorithms used for this purpose are described below.

5.2.2. Algorithm for removing false points from the
static group. Let

 be the set of the group of 3D static points in
the current position;

 be the set of the 3D dynamic points in the
current position.

min max\
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The validity of the membership of each point
 is checked. The point that actually belongs

to the set of dynamic points  is false. The valid-
ity criterion is the presence (absence) of dynamic
points  in a neighborhood of the point P

being tested. That is, if there are dynamic points in a
neighborhood of P, then the point P is decided to be
false. To form the neighborhood without using a
threshold (typically, the selection of a threshold has a
certain degree of arbitrariness), we construct a 2D tri-
angulation net using the projections of the static points
onto the screen. Then, we can consider the set of tri-
angles in the net with the vertices coinciding with P as
its neighborhood. Then, checking the neighborhood
for the existence of dynamic points is reduced to the
regular application of the procedure that finds out if a
given dynamic points belongs to a triangle.

5.2.3. Filtering algorithm for the set of dynamic
points. Since the static group has already been defined
at the stage of coarse partitioning of points into
groups, we can use the points in this set to form a fil-
tering criterion for the dynamic points. Effectively, the
set of static points is the surface S seen by the camera
to which the dynamic points should not adjoin. There-
fore, for each tested point from the dynamic set, we
can find out if it belongs to this surface or is near it to.
Determine the intersection point  of the ray out-
going the center of projections of the camera and pass-
ing through the point  with the surface S.

Apply the following criterion: if  > thresh-
old, then the point is dynamic; otherwise, it is false.
The threshold characterizes the admissible error that
can be made by the feature matching SURF detector
and the procedure of constructing the corresponding
3D point.

5.2.4. Algorithm for forming dynamic groups in the
current position and identifying them with the groups
detected in the preceding position. To recover the trajec-
tory of a dynamic object motion in the scene, we
should match the point representations of dynamic
objects that are independently formed at each posi-
tion. Thus, this algorithm is designed to simultane-
ously accomplish two tasks—form dynamic groups at
the current step and identify them with the dynamic
groups found at the preceding step.

Let

 be the set of dynamic 3D points found at step
 in position 

 be the set of dynamic 3D points found at step
 in position 

 be the dynamic group number k formed at
step  in position 
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Fig. 4. Forming new dynamic groups (DGs) in position  at step  and their association with the DGs in the preceding
position.
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 be the group of points in position i assigned to

the group  in the 3D cloud;

 be the dynamic group number k formed at step
 in position 

 be the group of points in position 

assigned to the group  in the 3D cloud.

The initial data for the algorithm is the set of
dynamic points  Note that: (a) for each dynamic
group  in position  formed at the preceding

step  there is its image  (in the matching 3D
cloud) in position i (see Fig. 4); (b) the points in the
group  and the points in the set  are specified in
the same system of coordinates in position  There-
fore, for each tested point P in , we can determine if
it geometrically belongs to the group  i.e., if it is
inside the spatial hull enclosing the points of this group.
If the point is inside this hull, then it belongs to the
same dynamic object represented in position  by
the dynamic group with the index  Thus, we estab-
lish the relationship of the point in the newly formed
group in position i with an already existing dynamic
group in the preceding position. Testing all the points
in  with respect to each dynamic group detected in
the preceding position makes it possible to partition
the points  into dynamic groups and simultane-
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ously identify them with the dynamic groups detected
in the preceding position.

If no identification was made, then we conclude
that a new dynamic object has appeared in the scene.
In this case, the new dynamic group is registered in the
list of groups. Thus, the list of groups reflects tracking
of dynamic groups and the appearance of new and dis-
appearance of earlier detected dynamic groups (i.e.,
objects).

The procedure just described applies if the spatial
hulls mentioned above completely enclose the
dynamic objects. However, it may happen that the hull
encloses only a part of a dynamic object if the number
of points in the corresponding dynamic group is not
sufficiently large. In this case, some tested points that
actually belong to this dynamic object can be outside
the hull and will be treated as belonging to new objects.
To take into account such situations, the procedure
described above is modified as follows. The points in

 that were not identified as belonging to a group
detected at the preceding step using the point in hull
algorithm are assigned to a special subset. For this sub-
set, seed points are formed. Next, the points in this
subset are processed using the algorithm described
above using the rigidity criterion, which helps form
new dynamic groups. The task is to identify the newly
formed groups with the groups detected at the preced-
ing step.

The proposed algorithm is based on computing the
geometric correspondence measure between the just
formed group and each group detected at the preced-

iM
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Fig. 5. Evaluation of mismatch with the group  in the pre-
ceding position for the point  belonging to the set G of

the formed group i,  
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position

current
position

KLT group igroup j

P ''

P '

PGk

Hj

j

GkP

−= ⋅ .1'' Gk jP P H
ing step. To compute this measure, the points at the
preceding step group are first tracked using the KLT
tracker. The result is a subset of corresponding points
G. Then, the correspondence measure between group
i at the current step and group j at the preceding step is
computed as the sum of mismatches over all points in

 The mismatch for one point (see Fig. 5) is com-
puted by the rule  where  is the
kth point in G;  is the geometric transformation of
the local system of coordinates in position  to the
local system of coordinates in position i, and  is the
point in position  in the local system of coordi-
nates assigned to the point  by the KLT tracker.

From the list of mismatches between the group i at
the current step with the groups j at the preceding step,
the minimal mismatch is chosen. If it does not exceed
a predefined threshold, then we identify this group i
with the group j with the minimal mismatch. Other-
wise, the group corresponds to a new dynamic object.

The final step is the to merge the dynamic groups
detected at the current step with respect to the similar-
ity of their motion (comparison of their displacement
vectors and the rotation quaternions in transformation
matrices).

6. COMPUTATION PROCEDURE
FOR PARTITIONING THE ORIGINAL SET

OF 3D POINTS INTO GROUPS
6.1. Computation Procedure at the Initial Step

of Trajectory Recovery

In contrast to the subsequent steps, the initial step
of the trajectory processing does not require the
detected groups of points to be identified with the
groups detected at the preceding step.

The procedure (see Fig. 6) involves the following
sequence of data processing steps using the algorithms
described above:

.G
−Δ = ⋅ − ,1| ' |ij

k Gk jP H P GkP

jH

−( 1)i

'P

−( 1)i

GkP
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1. Construction of the set of 3D points in the cur-
rent position given the data provided by the SURF
detector (matching points in four images taken in the
current and the next positions of the trajectory).

2. Generation of seed points in the cells of the spa-
tial grid of the camera field of view.

3. The initial (coarse) partitioning of the original
set of 3D points into groups using the rigidity criterion
(see Subsection 5.2.1).

4. Identification of the static group using the algo-
rithm described in Section 5.2. Consolidation of
groups. Computation of the camera motion matrix

 from the points of the static group.
5. Partitioning the original set of points into two

subsets of static and dynamic points using the algo-
rithm described in Subsection 5.2.1. As a result, the
refined static group and the set of dynamic points are
obtained.

6. (a) Filtering the static group (Subsection 5.2.2)
with the subsequent refinement of its local transfor-
mation matrix. (b) Filtering the static group (Subsec-
tion 5.2.3).

7. Partitioning the points of the set D into groups
that supposedly belong to different dynamic objects:
(a) generation of new seed points for the new dynamic
set; (b) again apply the partitioning algorithm with the
rigidity criterion to the dynamic set. After the dynamic
groups have been formed, consolidate them based on
the similarity of the computed geometric transforma-
tion matrices.

All the groups and dynamic objects found in the
course of the trajectory processing are registered in a
special table in which the lifetime of each dynamic
object in the scene is specified. This data is needed for
the computation of the transformation matrices
between the local and world systems of coordinates
and for solving the 3D reconstruction problem.

6.2. The Computation Procedure for Forming Dynamic 
Groups in the Current Position and Matching Them with 

the Groups Found in the Preceding Position

This computation procedure is executed at each
step of the trajectory processing except for the first
step, for which the initial step procedure is used (see
the description above). This procedure involves the
following sequence of data processing steps using the
algorithms described above (see Fig. 6):

1. Execution of Steps 1–6 of the initial step compu-
tation procedure. As a result, the static group and the
set of dynamic points are formed.

2. Formation of dynamic groups in position  using
the algorithm of determining the membership of a point
in a hull with the simultaneous assignment to the groups
found at the preceding step (see Subsection 5.2.4). This
procedure simultaneously forms the images of groups

staticH

i
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Fig. 6. Data processing procedure at one step of the trajectory.
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7. EXPERIMENTS
Experiments on estimating the effectiveness of the

proposed technology were performed using synthetic
scenes (an example of such a scene is shown in Fig. 7).

Moving textured boxes over the modeled seabed
topography were used as dynamic objects in the syn-
thetic scenes. The speed of these objects was 
m/s. The local error (the relative error for one step)

+( 1)i

iM + .1iM

+ , +[ 1 2]i i

≈ .0 5
PROGRAMMING A
and the absolute error (in the world system of coordi-
nates) of the calculated trajectory of each dynamic
object relative to the trajectory specified in the model
were evaluated. The effectiveness of the algorithms at
different stages of the computation procedure was
evaluated. Figure 8 illustrates the result produced by
the computation procedure at a step of partitioning the
original set into groups corresponding to dynamic
objects. The results of evaluating the accuracy of
dynamic object localization are shown in Fig. 9. Error
estimates for the camera localization were also
obtained: the mean error of determining the local dis-
placement was 0.01 cm, and the mean absolute error
was 0.13 cm. It is seen from the plots that the error in
ND COMPUTER SOFTWARE  Vol. 44  No. 3  2018
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Fig. 7. Synthetic scene: capturing moving objects from the AUV trajectory.
the calculation of dynamic object trajectories is much
higher than the error in the calculation of the camera
trajectory because the number of points used to calcu-
PROGRAMMING AND COMPUTER SOFTWARE  Vol. 

Fig. 8. Forming groups of points belonging to different DOs: T
shown. Using these points, 3D points belonging to three differen
containing 147, 140, and 20 points are formed. In the figure, eve
large number of points.
late the dynamic object motion is significantly lower
than the number of points used for recovering the
static part of the scene.
44  No. 3  2018

he point features matched in four images of two stereo pairs are
t DOs are constructed. Correspondingly, three groups of points

ry tenth point is visualized to avoid overloading the figure with a
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Fig. 9. Localization errors of a dynamic object: (a) the error in computing the local displacement; (b) the error in computing the
local orientation change; (c) the error in computing the absolute displacement; (d) the error in computing the absolute orientation
change.

0.02

0.04

m

5 10 15 20

(a)

0 s

2

4

degrees

5 10 15 20

(b)

0 s

0.2

0.4
m

5 10 15 20

(c)

0 s

5

degrees

5 10 15 20

(d)

0 s
8. CONCLUSIONS

The results of numerical experiments for synthetic
scenes confirmed that the proposed approach is prom-
ising. However, the analysis of test results showed that
the proposed computation procedure does not always
generate a sufficiently large number of points in the
models of dynamic objects. The insufficient number
of points available for the computation of local matri-
ces can increase the error in the localization of
dynamic objects. In addition, for the high-quality 3D
reconstruction of dynamic objects, a relatively high
density of the point representation is required. For this
reason, the further research can be directed at (a) the
modification of the computation procedure to enable
it to produce an extended point representation using
the virtual range finder program developed by the
authors and (b) the solution of the second part of
problem, i.e., 3D reconstruction of dynamic objects
using the computed trajectories objects when individ-
ual views of these objects are joined into a unified
model.
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