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Abstract—Applications related to domain specific text processing often use glossaries and ontologies, and the
main step of such resource construction is term recognition. This paper presents a survey of existing defini-
tions of the term and its linguistic features, formulates the task definition for term recognition, and analyzes
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1. INTRODUCTION
Term recognition is essential for many applications

related to domain-specific texts processing like, for
example, machine translation, information retrieval,
and document classification. To process texts of a par-
ticular domain, the application generally uses a glos-
sary or ontology of this domain, and the first step of
constructing the glossary is term recognition [1].

Presently, there are great many methods for auto-
matic term recognition, and the number of researches
in this field is increasing. Therefore, it is difficult to
overrate the value of surveys for current and future
investigations, especially taking into account the
insufficient formalization of the concepts “term” and
“domain,” as well as differences in the corresponding
methods at the level of task definition. Nevertheless,
the major part of present surveys on this topic either
consider the term from the linguistic or philosophic
perspectives, thus ignoring term recognition methods,
or confine themselves to a detailed analysis of these
methods.

This survey is intended to reconcile these contra-
dictory views by analyzing both the basic concepts of
automatic term recognition and the presently-avail-
able methods for solving the term recognition prob-
lem. The paper is organized as follows. Section 2 pres-
ents an overview of the existing definitions for the con-
cepts “term” and “domain.” The present surveys,
including experimental comparisons of term recogni-
tion methods, are discussed in Section 3. Methods for
term recognition are analyzed in Section 4. Section 5
considers approaches to experimental investigation of

the methods and presents a brief overview of open
datasets for evaluation. The potential development
prospects of term recognition methods are discussed
in conclusion.

2. DEFINITION OF THE TERM

The history of terminology science has more than
80 years. During this time, a great number of
researches were published, and most of them dis-
cussed—in one way or another—the definition of the
term. According to K. Myakshin, the ongoing discus-
sions on this topic are due to the “manysidedness of
this phenomenon” and due to the fact that the term is
a “linguistic universal” [2]. However, despite the elab-
oration of this topic and a great number of existing
definitions of the term, many scientists note that there
is no common, universal definition of this phenome-
non: “repeated attempts by linguists to formulate a
definition of the term that would satisfy the whole
research community proved to be underproductive”
[2]; “the notion itself of term is still not clear, both
from a pure linguistic and a computational point of
view” [3]; “there is no unit that is so indefinite and has
so many faces as the term, moreover there are several
approaches to defining the term: some researches try
to give it a rather logical definition, others try to reveal
the intension of the term descriptively by assigning
some features to it, yet others define the term by its
opposition to a certain negative unit, still others search
for contradictory procedures of term recognition to
arrive at a rigorous definition of this concept, and
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[finally] others try to provide, for a time, at least an
operational definition of the term” [4].

Despite the diffuse boundaries between the
approaches in the last quote, it seems reasonable to
consider the existing definitions of the term in corre-
spondence with these approaches. Below, we present a
brief overview of the discussions concerning the status
of the term, term features (including the features that
differentiate the term from the other lexical construc-
tions), operational definitions (first of all, those
employed in computational linguistics), and present
formulations of the term recognition problem.

2.1. Discussions on the Status of the Term

Myakshin separates the substantial and functional
viewpoints on the concept “term” [2]. According to
the substantial point of view, the terms are specific
words and word combinations that possess a certain
set of features, such as monosemy, independence from
the context, neutrality, etc. The supporters of this
viewpoint believe that “any word can play a role of the
term” and that “terms are words in a specific function
rather than specific words” [5]. This standpoint seems
more logical, but it shifts emphasis to the definition of
the concept “term function,” which is still debated
among linguists [2].

In western linguistics, the problem of the term is
considered at a different angle: the main question to be
answered is concerned with the relationships between
the lexical unit representing the term and the concept
expressed by the term.

E. Wuster, one of the founders of terminology sci-
ence, believed that domains consist of sets of concepts,
or mental constructs, while the terms serve as textual
representations of these concepts [6]. H. Felber also
separates the term and the concept denominated by
the term [7], but he believes that one term can denom-
inate several concepts, and a particular meaning of the
term (a concept) depends on its position in the system
of concepts. This differentiates the term from common
words, the meanings of which are fully determined by
the context.

According to the ISO 1087 (vocabulary of termi-
nology) [8], the term is also defined via concepts.
As correctly pointed out by J. Pearson [9], this defini-
tion can hardly be called adequate, since it almost
coincides with the definition of the word, which is
given in the same standard.

By the term, G. Rondeau means a combination of
the notion denominated by the term and the denomi-
nation itself [10]. Rondeau also tries to separate terms
and the other words, but he confines himself to a
remark that terms are used in specific domains.

Having analyzed the existing definitions of the
term in detail, Pearson concludes that these defini-
tions—particularly, the attempts to separate terms

from common words—are based on the assumption
that terms can be recognized by intuition.

To demonstrate the fallacy of this assumption, the
so-called “communication attitudes” (in which words
can act like terms) are adduced to show that terms are
more likely used only in some attitudes; often, it is
impossible to assert with certainty that a given word
resembling a term is actually used as a term.

2.2. Term Features

Definition of the term by description of its features,
which usually distinguish the term from common
words, is of particular interest in this work, since such
features can serve as a basis for methods of automatic
term recognition.

By now, a great number of term features have been
formulated. In [11], Myakshin describes more than ten
features. Moreover, in [11], the classification of term
features according to three aspects of the term—syn-
tactic, semantic, and pragmatic—is proposed (these
aspects were suggested by A. Khayutin in [12]). Below,
term features are described according to this classifi-
cation.

Syntactic features, which are due to the form of the
term:

1. Nominativeness: “nouns or noun-based word
combinations are generally regarded as terms (specific
linguistic units)” [13].

2. Normativeness: conformity with language
norms.

3. Terminological invariance [12]: absence of
diversity in writing and pronouncing the term, since
this—Myakshin cites Khayutin—“can hinder commu-
nication between specialists, not to speak of the fact
that formal difference can cause semantic differentia-
tion” [11].

4. Motivationess, or self-explanability, of the term:
“maximum correspondence between the structure of
the term and the intensional structure of the concept
expressed by the term” [11]. It should be noted that
some terminologists believe that the inverse feature is
valid, i.e., the undeducibility of term meanings from
constituent parts of the term. This opinion, however,
is less common, since the absence of motivationess
results in the absence of systemacy (see below).

Semantic features, which are due to the intention of
the term:

1. Systemacy: the term belongs to a certain termi-
nology, i.e., to a system of concepts of a specific
domain or field of knowledge.

2. Correspondence to the concept denominated:
the absence of contradictions between the lexical
meaning of the words constituting the term and the
meaning of the term in a given terminology (domain).
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3. Unambiguity, or monosemy, of the term:
uniqueness of the term in a given terminology
(domain).

4. Intensional exactness: exactness and bounded-
ness of the term meaning.

Pragmatic features, which are due to the specificity
of the term behavior:

1. Introducability, or commonness, or understand-
ability, or acceptability, or internationality: taking into
account the number of synonyms, the definition
seems to be unnecessary; note only that many
researchers regard this feature as “the most systemi-
cally important criterion.”

2. Definiteness: since the intensional exactness of
the term (see above) is generally achieved by finding a
scientific definition, the definition itself can serve as a
feature of the term.

3. Independence from the context: this feature fol-
lows from monosemy of the term; it can be said that
the terminology to which the term belongs serves as a
context of the term, which defines its meaning.

4. Variational stability: repeatability of words and
word combinations that form the term in texts of a
given domain, i.e., high term frequency in these texts.

5. Euphony: convenient pronunciation and absence
of undesirable associations.

2.3. Operational Definitions of the Term
Starting from the 1970s, “the view has become

increasingly popular, according to which the term is a
word or word combination that denominates a con-
cept of a certain field of knowledge or activity” [2]; this
definition formed the basis for most of works in the
field of term recognition.

This definition, however, can hardly be called
comprehensive; it is rather an operational definition in
terms of Komarova, which also leaves a number of
questions unanswered.

The main question: what is the “field of knowledge
or activity”, or the “domain” as a more common syn-
onym? Note that, even if one does not try to define the
concept “domain” and regards it as intuitive, a practi-
cal question arises: how to find out (verify) whether a
given concept is specific to a particular domain?

As a rule, in present works on automatic term rec-
ognition, the question of whether the concept denom-
inated by the term is specific to a particular domain
remains under the jurisdiction of experts in the corre-
sponding domain. As a task formulation, the guides
containing the most important term features and
examples are often written for the experts [14, 15].
Since these examples and many of the features charac-
terize only a particular domain, the definition of the
term becomes dependent on it.

Some researchers [16] extend the concept “domain
specificity” to “domain relevancy”: the term “medical

negligence” maybe not specific to the domain “juris-
prudence” but is surely relevant to it. This allows one
to avoid the most complex problem: analyzing the
concepts at the relative boundary of the domain by
automatically regarding them as correct terms.

In other works (for example, [17]), the concept
“specificity level” is introduced and the emphasis is
placed on the terms of “average specificity.” The
authors confine themselves to several examples of dif-
ferent specificity while assuming its intuitive compre-
hensibility.

Sometimes, the concept of specificity is applied to
domains rather than to terms [14]: the domain “emer-
gency protective circuit arrangements” is more spe-
cific (in [14], the term “narrow” is used) than “elec-
tricity”, which, in turn, is more specific than the
domain “technology.” The authors suggest analyzing
the latter (widest) domain.

The analysis of only average-specific terms and
wide domains makes it possible, first, to reduce the
requirements for the level of expertise in the domain,
as well as to improve the coordination of expert
actions, and, second (the most important), to increase
the effectiveness of applications that use recognized
terms, since different applications require terms of dif-
ferent specificity. For example, for the problems of
expert search and keyphrase extraction, terms of lower
specificity are required as compared to those for the
problem of ontology enrichment.

Thus, applications can impose additional con-
straints on terms; in other words, practically speaking,
the definition of the term depends on the application,
which was noted, for example, by G. Bernier-Col-
borne and P. Drouin [15]. In particular, this depen-
dence was confirmed in the following experiment [18]:
four groups of users (terminologists, domain experts,
translators, and information scientists) were suggested
to manually extract terms from a document collection;
as a result, four lists of terms were made that consider-
ably differed in the number and type of terms.

2.4. Scenarios of Term Recognition

It is convenient to analyze the dependence of the
term on the application by passing to the practical
level: problem formulation or term recognition sce-
nario. Explicit separation and explicit formulation of
term recognition scenarios will also provide a more
adequate comparison of the present methods.

So, depending on the application, the following
categories of term recognition scenarios, or formula-
tions of the term recognition problem, can be distin-
guished:

1. According to the interpretation of term fre-
quency:

(a) scenarios that consider (classify) each individ-
ual occurrence of the term;
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(b) scenarios that do not distinguish between
occurrences of one term.

2. According to the number of terms to be recog-
nized:

(a) scenarios that recognize a predetermined num-
ber of terms;

(b) scenarios in which the number of terms to be
recognized is determined by the algorithm for each
input collection.

3. According to the length of a term candidate:
(a) scenarios that recognize one-word terms only;
(b) scenarios that recognize two-word terms only;
(c) scenarios that recognize multi-word terms only;
(d) scenarios that recognize terms of any length.
There are many more types of scenarios, but most

of the present methods for term recognition fit into
this categorization.

3. PRESENT SURVEYS
AND EXPERIMENTAL COMPARISONS

One of the first surveys on term recognition [19]
analyzes two directions: automatic indexing and term
recognition itself. This survey is focused on the TF-
IDF methods. The authors are among the first to
introduce the aspects of the term—unithood (word
relations in multi-word terms) and termnhood (relat-
edness of the term to the domain)—and analyze term
recognition methods according to the aspect which is
characteristic of the corresponding method. This sur-
vey also separates two classes of methods: linguistic
and statistical.

M. Pazienza et al. [3], however, note that the pres-
ent works regard linguistic methods as sets of filters
and do not explicitly distinguish between these classes.
In [3], the emphasis is placed on word association
measures (Dice Factor, z test, t test, χ2 test, MI, MI2,
MI3, and likelihood ratio) and on the simplest meth-
ods for determining domain specificity of the term
(term frequency, C-value, and co-occurrence).

The experimental comparison carried out in [20]
shows that, despite the fact that word association mea-
sures are based on the theory of mathematical statis-
tics, their efficiency is comparable to that of the stan-
dard term frequency.

Z. Zhang et al. [21] experimentally compared the
following methods, which are capable of recognizing
both one-word and multi-word terms: TF-IDF [22],
Weirdness [23], C-value [24], Glossex [25], and
TermExtractor [26]. The authors report that the
results differed depending on the datasets used,
despite the relative affinity of the domains “biomedi-
cine” and “zoology.” Moreover, this survey demon-
strates the superiority of the voting algorithm (see Sec-
tion 4.8) as a method that combines several features.

P. Braslavskii and E. Sokolov [27] compared four
methods for recognition of two-word terms: term fre-

quency, t test, χ2 test, and likelihood ratio. The authors
report that the first two methods showed the best
(comparable) results; they also point to the main type
of errors: “recognition of common collocations that
satisfy some patterns.”

In the recent work [28], the same authors com-
pared five methods for recognizing terms of arbitrary
structure: MaxLen [29], C-value [24], k-factor [30],
Window [31], and АОТ [32]. The comparison showed
that “the methods generally yield similar results”;
however, the authors note that the C-value and the
k-factor have the highest efficiency, while the АОТ
has the lowest efficiency. For efficiency evaluation,
the combination of the expert evaluation and the for-
mal evaluation according to a preselected vocabulary
(“reference list”) was used; the important conclusion
is as follows: “formal methods [of efficiency evalua-
tion] are suited for comparison between large lists of
term candidates.”

In [33], two methods based on combination of sev-
eral features are compared—voting algorithm and
method based on supervised machine learning (logis-
tic regression and Random forest)—and the conclu-
sion is made that the second method outperforms the
first one.

M. Nokel and N. Loukachevitch [34] compared
methods for recognizing one-word and two-word
terms for the problem of thesaurus construction and
information retrieval. The authors used the gradient
boosting algorithm and analyzed most of the known
features.

Based on results of experimental comparison, the
following four important conclusions were made:

(1) the best features for recognition of one-word
terms are based on topic models;

(2) in all cases, the combination of several features
yields a considerable increase in efficiency as com-
pared to the use of individual features;

(3) features based on the external corpus offer the
most significant increase in efficiency for recognition
of two-word terms;

(4) word association measures provide no increase
in efficiency.

4. TERM RECOGNITION METHODS
For the majority of term recognition methods, the

following general scheme:1 is applicable:
1. Candidates collection: filtration of words and

word combinations, which are extracted from the doc-
ument collection, according to statistical and linguis-
tic criteria.

2. Feature computation: transformation of each
term candidate into a vector of the feature space.

1 It should be noted that this scheme corresponds to the scenario
that does not distinguish between occurrences of one term.
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3. Feature-based inference: estimation of the prob-
ability of being the term for each candidate on the
basis of feature values.

In turn, methods for candidates collection also
consist of several steps. At the first step, linguistic fil-
ters are applied to select only nouns and nominal
groups (word combinations in which the noun is the
main word) according to the feature “nominativeness”
(see Section 2.2). For this purpose, either shallow
parsing (chunking) [14] or, more frequently, N-gram
filtration according to predefined part-of-speech pat-
terns [24, 33, 35, 36] is performed.

At the next steps of candidates collection, to reduce
the noise, additional filtration is performed:

(1) according to term frequency: candidates with
the number of occurrences less than 2 or 3 are gener-
ally eliminated, since many statistical features become
inapplicable;

(2) according to stop words from a preset list [36]:
many words, such as “good” or “interesting,” are quite
rarely included into terms while having a high fre-
quency of occurrence (for example, “good method”);

(3) according to the length of candidates or special
symbols contained in candidates [37]: non-alphabetic
symbols and words composed of one letter are gener-
ally eliminated.

The second stage (computation of features for term
candidates) is of special interest and is considered
below (see subsections 4.1–4.7) in detail.

The third stage is considered in subsection 4.8.
The difference between the terms “feature” and

“method” should be clarified: by the feature, a map-
ping of a candidate into a certain number is usually
meant; by the method, we mean a sequence of actions
to obtain a ranked list of candidates for a given docu-
ment collection, which involves calculating one or
several features. Nevertheless, in practice, these two
terms are often used interchangeably, since any
method can be regarded as a feature and, in turn, most
of features were originally developed as individual
methods; moreover, the method has a more general
meaning: a way of calculating the feature. In this
paper, the terms “feature” and “method” are also used
interchangeably provided that the ambiguity will not
result.

4.1. Methods Based on Statistics
of Term Occurrences

This subsection describes methods that take into
account only the frequency of candidate occurrences
in the document collection and, sometimes, compo-
nents of these occurrences.

The first, simplest, and relatively effective method
is the term frequency (TF). Taking into account the
obviousness of this feature, it does not seem possible
to determine the authorship.

The TF-IDF method, a classical method for infor-
mation retrieval, can also be classified as an early fea-
ture:

 (1)

where TFd(t) is the number of the documents contain-
ing the term candidate t.

This feature has high values for the terms that fre-
quently occur only in a small number of documents.
D. Evans and R. Lefferts [22] were among the first to
use this feature for term recognition.

It is interesting to note that the opposite (in some
sense) feature—Domain Consensus—is also used
[38], which is designed for recognition of terms uni-
formly distributed over the whole collection:

 (2)

A separate group called “word association mea-
sures” is formed by the features that estimate how
strong the words constituting the term are related
(unithood) or how random is the combination of these
words.

Since these methods can be applied only to multi-
word terms (often, only to two-word terms) and taking
into account that these methods were shown [20, 34]
to provide no increase in efficiency, we confine our-
selves only to mentioning the most common methods
of this group: z test [39], t test [40], χ2 test, likelihood
ratio [41], mutual information (MI [42], MI2, and MI3

[43]), lexical cohesion [44], and term cohesion [25].
The most popular feature—C-value [24]—is also

classified among the methods based on statistics of
term occurrences:

 (3)

where t is the term candidate, |t| is the length of the
candidate t (in words), f(t) is the frequency of t in the
text collection, and s is the set of the candidates that
enclose the candidate t, i.e., the candidates such that t
is their substring.

In this feature, the weight of the candidate is
reduced if this candidate is a part of other candidates,
since the candidate frequency in this case is added to
the frequency of enclosing candidates: for example,
the frequency of the word combination point arithmetic
is not less than that of the term floating point arithme-
tic, although the former is obviously not a term.
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It should be noted that the C-value is meant for
recognition of multi-word terms only: otherwise, the
expression under logarithm sets the feature value to
zero.

In [36], the C-value is generalized to the case of
one-word terms by adding a constant to the logarithm:

 (4)

where c(t) = i + log2|t|. The authors report that the
value i = 0.1 was initially used to minimize the distor-
tion of the original formula; however, during the
experiments, it was found that the value i = 1 offers the
best efficiency.

J. Ventura et al. [35] suggest adding 1 before taking
the logarithm:2

 (5)

G. Bordea et al. [17] propose the method called
Basic3 which is a modification of the C-value for rec-
ognizing terms of average specificity:

 (6)
where et is the number of the candidates enclosing the
candidate t.

Just as the C-value, the Basic is applied only to
multi-word terms. However, in contrast to the C-value
(in which the frequency of a candidate is reduced if it
is part of other candidates), in the Basic, the candi-
dates that contain a given candidate increase its feature
value, since average-specific terms are often used to
form more specific terms.

As an example, the authors suggest the term infor-
mation retrieval, which can be used to construct more
specific terms such as information retrieval system,
information retrieval metric, etc.

It should be noted that the Basic is a part of the
method called PostRankDC (see the following sub-
section).

2 Note that this is somewhat close to the Laplace smoothing.
3 This name is used in the recent work [37]; in the original work

[17], this method was called Baseline.
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4.2. Methods Based on Contexts
of Term Occurrences

Methods of this group, particularly, the NC-value
[24], are based on the assumption that the contexts of
terms and common words are different. By the con-
text, following G. Grefenstette, the authors of the
NC-value mean nouns, verbs, or adjectives that
immediately precede or follow the term.

The feature computation consists of three steps.
At the first step, the best 200 terms are recognized
using the C-value; however, the authors note that any
other method can be used, including manual labeling.

At the second step, weights of context words are
calculated by the formula

 (7)

where w is the context word (noun, verb, or adjective);
t(w) is the number of terms, in the context of which the
context word occurs (not to be confused with the term
frequency); and n is the total number of terms.

At the third step, the final value is calculated by the
formula

 (8)

where t is the term candidate, Ct is a set of the words
occurring in the context of the candidate t, w is the
word from Ct, and ft(w) is the frequency of the word w
in the context of the candidate t.

In [17], the method called DomainCoherence,
which is a modification of the NC-value for the case of
average-specific terms, is proposed.

The authors impose the following constraints,
which are called the “domain model,” on context
words:

(1) occurrence in at least a quarter of the input doc-
ument collection;

(2) belonging to nouns, verbs, or adjectives;
(3) semantic relatedness to many specific terms.
The last constraint is essentially a way of weighting;

in contrast to the ordinary computation of relations
between the terms before or after which the word
occurs (NC-value), the DomainCoherence uses the
PMI metric:

 (9)

where w is the word regarded as a candidate for the
domain model, T is the set of the best 200 terms rec-
ognized by the Basic (see the previous subsection),
P(t, w) is the probability that the word w occurs in the
context of the term t, and P(t), P(w) are the probabili-
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term frequency in the input document collection; the
window comprising five words is regarded as a context.

To find the final value of the DomainCoherence,
the PMI metric is also used, which is calculated
between each term candidate (t) and the word from the
domain model (w).

In addition, the authors report that, during the
experimental research, the best results were shown by
a linear combination of the Basic and DomainCoher-
ence, which was called PostRankDC.

4.3. Methods Based on Topic Models
Owing to the progress in methods for topic model-

ing (word clustering according to topics and topic
clustering according to documents), in recent years,
several features were developed for term recognition
on the basis of topic modeling. Nokel and Louk-
achevitch [34] note that the majority of features are
modifications of the standard methods that use the
probability distribution by topics of words (term can-
didates) instead of the term frequency. In particular,
this implies that such methods can be applied only to
recognition of one-word and (more rarely) two-word
terms.

Such features are Term Score, which was originally
developed for topic visualization [45] and was used by
E. Bolshakova et al. for term recognition [46]; term
frequency; maximum term frequency; TF-IDF; and
Domain Consensus [46].

S. Li et al. [47] propose the method called Novel
Topic Model, which is capable of recognizing term of
any length. To calculate this feature, one needs distri-
butions of words over the following topics:

• ϕt, particular topics of the domain (1 ≤ t ≤ T; the
authors set T = 20);

• ϕB, background topic; and
• ϕD, topic specific to the document.
Then, the most probable 200 words are recognized for

each topic (Vt, VB, and VD), and the weight of each candi-
date ci, which consists of Li words (wi1 wi2 … ), is taken
as a sum of maximum probabilities of the words con-
stituting this candidate (from the distributions found):

 (10)

where

4.4. Methods Based on External Corpora
Methods of this group are based on the observation

that terms of a certain domain occur in texts of this
domain much more frequently than in texts of other
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domains, particularly, in texts of the so-called general
domain or texts that do not belong to any domain.

Such texts, which are usually called the external or
reference corpus, include document collections of
other domains [26, 48], sets of electronic books and
magazines [17], news collections [49], and corpora
created by linguists, like, for example, Open American
National Corpus4 (OANC) [17] and British National
Corpus5 (BNC) [23].

One of the simplest ways to implement the obser-
vation mentioned above is to modify the TF-IDF [50],
which is sometimes called TF-RIDF [34]: when cal-
culating the number of documents in which the term
occurs (IDF (RIDF)), the external corpus is used
instead of the domain collection.

The feature called Domain Pertinence [48] is also
based on a simple formula

 (11)

where TFtarget(t) is the frequency of the candidate t in
the input domain-specific document collection and
TFgeneral is the frequency in the general corpus.

The feature called Domain Relevance [26] uses a
similar formula

 (12)

The feature called Weirdness [23] additionally
takes into account the size of the collection:

 (13)

The feature called Relevance [49] reduces the weight
of the candidates that rarely occur in documents of a
given domain, or occur in a very small percentage of doc-
uments, or frequently occur in the external corpus:

 (14)

The feature called Domain Specificity, which is a
part of the GlossEx system [25], takes into account
frequencies of the individual words constituting the
term:

 (15)

where |t| is the number of words in the candidate t;
Pd(wi) is the probability that the word wi, which is part
of the candidate t, occurs in the domain-specific text

4 http://www.americannationalcorpus.org.
5 http://www.natcorp.ox.ac.uk.
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collection; and Pc(wi) is the probability that the word
occurs in the external corpus. As in the other methods,
the probability is estimated as a number of occurrences
normalized by the size of the collection in words.

4.5. Methods Based on Retrieval Engines
A separate group is formed by methods that use

retrieval engines. In [51], for recognition of two-word
terms, several features—iFreq, TF-IDF, freq/iFreq,
and coherence—were used.

The authors report that these methods are applica-
ble not to every domain and put forward a hypothesis
that “the method will be more likely applicable to
domains with specific terminology (which differs for
the most part from common expressions and rarely
uses expressions for universal concepts), which are not
presented too widely in the Web.”

For filtration of two-word terms, D. Golomazov
[52] constructs the following requests to retrieval
engines: “A” (the term itself), “A is a term,” “A is a con-
cept,” “A1,” “A2,” and “A1 AND A2,” where A1 and A2
are the words of which the term A is composed.

Then, for the term to pass the filtration, at least one
of the following conditions6 must be fulfilled:

(1) 

(2) 

(3) 

where hits(A) is the number of pages returned by the
retrieval engine on the request A and C1, C2, C3 ∈ [0, 1]
are the parameters of the algorithm.

B. Dobrov and N. Loukachevitch [53] also con-
sider the recognition of only two-word terms with the
use of retrieval engines. However, instead of the fre-
quency of candidate occurrence in the Web, the
authors extensively use snippets returned on the
request consisting of the whole candidate and indi-
vidual words of the candidate. In particular, the
authors analyze candidate frequencies in snippets
(FreqBySnip); the number of predetermined words
that are characteristic of the domain (Markers) in
snippets; the number of words that frequently occur in
dictionary definitions (NearDefWords); relatedness of
the snippets obtained for the whole candidate and for
its individual words (Scalar Features); and so on.

In [53], other types of features are also considered
and, based on experimental results, the conclusion is
made that the maximum efficiency is reached when
using all types of features.

6 Strictly speaking, there can be one more condition described in
subsection 4.7.
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4.6. Methods Based on Ontologies

For the problem of term recognition, ontologies
are used more rarely than other external resources,
since general ontologies insufficiently cover domains
and include only the most general terms. Moreover,
domain-specific ontologies are available only for a few
domains, and the format and structure of such ontol-
ogies often depend on a particular domain.

The majority of works devoted to ontology enrich-
ment are focused on extraction of relations between
concepts and do not use (at the term recognition
stage) any information contained in the ontology
being enriched. For example, K. Meijer et al. [48] use
the above-described features Domain Consensus,
Domain Pertinence, and Lexical Cohesion; F. Xu
et al. [54] use the TF-IDF and various word associa-
tion measures (MI, t test, and likelihood ratio).

Here, the work [53] by Dobrov and Loukachevitch
(see above) is worth mentioning, in which an actual
domain ontology is used (particularly, a thesaurus for
information retrieval). The features proposed in this
work, however, can be used only for two-word terms.
These are the binary feature SynTerm, which equals to
one if and only if, for each word constituting the term,
there is a synonym in the thesaurus, and the feature
Completeness, which sums up the synonyms and rela-
tions for descriptors, which, in turn, are also found in
the thesaurus for individual words of the term.

4.7. Methods Based on Wikipedia

Wikipedia, a multi-language Internet encyclope-
dia, possesses some unique characteristics that can be
used for term recognition: its articles describe both
universal and specific concepts for narrow domains,
and their coverage increases permanently; Wikipedia
contains structural information in the form of hyper-
links between its articles; and it is very large and is
daily updated by the user community.

In [55], D. Milne et al. compare the coverage of the
domain “agriculture” by Wikipedia and by the Agrovoc
thesaurus created by experts.7 The authors show that
about half of all thesaurus terms, including the most
common ones, are contained in Wikipedia. Note that,
over the past eight years, Wikipedia considerably grew
in size: by the time of writing this paper, the number of
English Wikipedia articles exceeded 4.6 million (in
2006, this number was about 1.1 million), and there is
reason to believe that its size will increase far beyond
that.

However, despite the extensive use of Wikipedia for
solving various problems of knowledge mining [56–
58], so far, there are few methods developed for term
recognition based on Wikipedia.

7 http://aims.fao.org/agrovoc.
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In [52], Wikipedia is used only for filtration of
terms: if there is a Wikipedia article that describes a
given term, then the term passes filtration.

In [16], terms are recognized only in Wikipedia,
rather than in domain-specific text collections, and it
is required to manually select several concepts (Wiki-
pedia articles) as positive examples of domain-specific
terms.

More precisely, the authors construct a weighted
graph, in which nodes are Wikipedia articles and cate-
gories, while edges are hyperlinks between them.
Then, using manually selected concepts, a random
walk algorithm is applied to the graph. The weight
assigned by the algorithm to each concept is taken as
an estimate that the corresponding concept is
expressed by a domain-specific term.

J. Vivaldi et al. [59, 60] propose the following
method: in a domain-specific text collection, term
candidates are recognized and, then, are estimated by
applying path searching algorithms to the graph of
Wikipedia categories. As in [16], additional input
information must be specified: one or several Wikipe-
dia categories (called domain borders) that describe a
given domain as precisely and comprehensively as
possible.

The algorithm for estimating term candidates is as
follows. For each candidate, all its concepts are found,
i.e., Wikipedia articles with the same title (generally,
there can be several articles for one candidate, which is
due to lexical polysemy); then, for each article, all cat-
egories are determined to which this article belongs.
From all estimates obtained, the best one is selected
for each term candidate.

Next, for each category, the graph of categories is
recursively traversed (following only the links to the
top-level category) until the specified domain border
or the topmost-level category is reached. Finally, the
properties of the paths found are used to estimate term
candidates based on one of the following criteria.

1. The number of paths (NC)

 (16)

where NPdomain(t) is the number of paths from the cat-
egories of the candidate to the domain border and
NPtotal(t) is the number of paths from the categories of
the candidate to the top-level category.

2. Length of paths (LC)

 (17)

where LPdomain(t) is the (total) length of paths from the
categories of the candidate to the domain border and
LPtotal(t) is the (total) length of paths from the catego-
ries of the candidate to the top-level category.

3. Average length of paths (LMC)
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where ALPdomain(t) is the average length of paths from
the categories of the candidate to the domain border
and ALPtotal(t) is the average length of paths from the
categories of the candidate to the top-level category.

Based on results of the experimental research car-
ried out for one- and two-word terms, the authors
report that the NC criterion possesses the maximum
efficiency.

In [61], two methods are proposed that use Wiki-
pedia hyperlinks. The first method called LinkProba-
bility is a normalized frequency with which the term
candidate is a hyperlink in Wikipedia articles:

 (19)

where t is the term candidate (word or word combina-
tion filtered according to parts of speech, frequency,
and stop list); H(t) shows how often the candidate t
occurs in Wikipedia articles in the form of a hyperlink
caption; W(t) shows how often t occurs in Wikipedia in
total; and T is the parameter of the method, which is
used to filter too small values, since they generally are
layout errors (T = 0.018 was selected experimentally).

The value of this feature will be close to zero for the
words and word combinations that belong to the gen-
eral vocabulary, i.e., are not specific to any domain.
Thus, this method is useful for filtering such words
and word combinations, since they most likely are not
specific to the domain the terms of which are to be rec-
ognized.

The second method proposed in [61]—KeyCon-
ceptRelatedness—is based on the following interpreta-
tion of the term: “the term is a word or word combina-
tion that denominates at least one concept, which [in
turn] is specific to a given domain,” where the “con-
cept” is interpreted as a concept contained in Wikipe-
dia in the form of an article, the “domain” is the set of
concepts closely related in their meaning, the “speci-
ficity to a domain” is the relatedness in terms of mean-
ing to the domain, and the “relatedness in terms of
meaning” is the semantic relatedness that is a function
defined for any pair of concepts on the interval [0, 1]
(the closer the function value is to 1, the more the con-
cepts have in common). The explicit formulation “that
denominates at least one concept” makes it possible to
solve the problem of polysemy, i.e., a situation when
the term candidate has several meanings (Wikipedia
concepts), by selecting the closest concept from those
denominated by the term. Note that such an interpre-
tation is valid only for the scenario that does not dis-
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tinguish between different occurrences of a term can-
didate.

In detail, the algorithm of this method is given
below.

1. Find key concepts in a given document collec-
tion:

(a) recognize d key concepts in each document of
the collection (d = 3);

(b) select N key concepts with the highest fre-
quency (N = 200).

2. For a given term candidate, find all Wikipedia
concepts such that their captions coincide with the
term candidate.

3. For each concept found for the term candidate,
calculate its semantic relatedness to the key concepts
found by using the weighted kNN method adapted for
the case of positive examples only:

 (20)

where c is the concept of the term; CN is the set of key
concepts ranked in the descending order of semantic
relatedness to c; sim(c, ci) is the semantic relatedness
function found by the Dice formula, where the articles
connected by at least one hyperlink are regarded as
neighbors; and k is a constant that defines the number
of the nearest concepts, which are used for calculating
the resultant semantic relatedness.

4. Select the maximum value over all concepts of
the term candidate.

Thus, the value of this feature will be close to zero
for the words and word combinations that denominate
the concepts with low relatedness to domain-specific
key concepts.

4.8. Methods of Feature-Based Inference
In the case of several features, the last stage—fea-

ture-based inference—is implemented in one of the
following ways.

1. Linear combination of features with manually
fitted coefficients (generally, equal) [17, 26, 44].

2. Voting algorithm proposed in [21]:

 (21)

where n is the number of features and rank(Fi(t)) is the
ordinal number of the candidate t among all candi-
dates ranked by the value of the feature Fi.

3. Supervised machine learning: a classifier model
is constructed based on manually labeled data. For the
scenario in which the number of terms to be recog-
nized can be specified, the learning algorithms that
support probabilistic classification are used, i.e., the
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algorithms that return the class membership probabil-
ity rather than a binary response for each candidate.

The following supervised learning algorithms can
be pointed out: Ada Boost [62], logistic regression [33,
53, 63], Random forest [33], and Gradient Boosting
[34].

The methods that are based on supervised learning
algorithms but require no labeled data merit detailed
consideration. In [64], Y. Yang et al. propose the
method called Fault-Tolerant Learning, which is a
combination of bootstrapping and co-training algo-
rithms.

The authors separate two sets of features: standard
TF-IDF and features based on word delimiters, which
are specific to Chinese. Using each set, all candidates
are sorted to obtain two lists (more precisely, two
assortments) of candidates, which consist of the same
elements. From each list, the best 500 and the worst
500 candidates are extracted, which are regarded as
positive and negative examples, respectively, for sub-
sequent supervised learning. Supervised learning algo-
rithms are support vector machines (SVMs) with five
features: candidate frequency, parts of speech for
words of the candidate, word delimiters from occur-
rence contexts of the candidate, the first word of the
candidate, and the last word of the candidate.

Trained classifiers are then applied to all term can-
didates, and the candidates with the maximum and
minimum estimates are used again as positive and
negative examples for the next training iteration.
To avoid degradation of the process, the so-called ver-
ification of training sets is used: when different labels
(term and non-term) are assigned by two classifiers to
the same candidate, this candidate is eliminated from
the training set.

A similar idea is followed in [61]: using a special
term recognition method, the best S candidates are
found (in the experiments, S = 100), which are then
used as positive examples for constructing a model of
the positive-unlabeled (PU) learning algorithm
(which is a particular case of the semi-supervised
learning algorithm). In this case, unlabeled examples
are the other term candidates. The constructed model
of the PU learning algorithm is used for probabilistic
classification of each term candidate. As a method for
recognition of positive examples, a modified Basic is
used; moreover, the recognized candidates can be fil-
tered according to their presence in Wikipedia, i.e.,
only the candidates for which there is a Wikipedia arti-
cle of the same title are retained.

In [14], a term recognition method is proposed that
classifies each occurrence of the term candidate indi-
vidually, but the basic scheme can also be used for the
scenario that does not distinguish between occur-
rences of one term. The authors use the following heu-
ristics to recognize positive and negative examples:
terms are words or word combinations that immedi-
ately precede a reference to an illustration in the text of
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a patent and non-terms are words or word combina-
tions that occur in patents only once or are either cita-
tions or units of measurement.

Having obtained a set of positive and negative
examples, the authors use the supervised learning
algorithm (logistic regression and conditional random
fields) with 74 features, including parts of speech, con-
texts and statistics of occurrences, and features based
on string metrics.

The results of experimental evaluation are rather
high (more than 75% for the F1 measure); however,
the evaluation technique differs from the commonly
accepted one in that each term occurrence is classified
and evaluated individually. Therefore, the same term
candidate with lots of occurrences has a greater contri-
bution to precision and recall than several candidates
with a small number of occurrences; generally, the for-
mer candidates are easier to classify correctly. Another
important drawback is the impossibility of transfer to
other domain and other languages because of the heu-
ristics used for recognizing positive examples.

5. METHODS FOR EFFICIENCY
EVALUATION

Bernier-Colborne and Drouin [15] note that the
problem of evaluating term recognition systems
remains unsolved: efficiency evaluations are regularly
published, but the methodology differs from paper to
paper, thus making difficult any comparison.

Two principal approaches for estimating term rec-
ognition methods can be distinguished:

(1) manual evaluation with the help of experts in
the corresponding domain (for example, [65]);

(2) the use of the “gold standard,” i.e., a preset list
of reference terms (“formal estimation” in terms of
Braslavski and Sokolov [27, 28]).

Pros and cons of each approach are obvious: the
first one offers the most accurate evaluation, while the
second one provides reproducibility of results, tun-
ability of parameters, and comparison between differ-
ent methods on one dataset. As noted above, given
sufficiently large lists of terms, these approaches yield
coinciding comparison results for term recognition
methods [27, 28, 51].

The second approach can be divided into several
evaluation techniques depending on the way of
obtaining the list of reference terms:

(1) manual labeling of all documents (for example,
[14]);

(2) manual labeling of a small part of documents
(for example, [63]);

(3) adaptation of available resources to the term
recognition problem (for example, [37, 53]).

The first technique is most accurate but is most
time consuming as well, especially given a great num-

ber of documents (a small number of documents dis-
torts the effect of statistical features).

The second technique allows one to calculate fea-
tures based on all documents and to evaluate their effi-
ciency only for the terms that occur in labeled docu-
ments.

The applicability of the third technique depends on
the corresponding domain and application. For some
domains, there are manually-constructed thesauri or
vocabularies that can be used as the gold standard
[28, 53]. Sometimes, terms are approximated by key
phrases or index terms; for example, Bordea [37] uses
the union of sets of key words for each paper as refer-
ence terms for the collection of papers of one scientific
field. For this purpose, subject indexes of books are
also used [27, 51].

5.1. Efficiency Evaluation Metrics

The following efficiency metrics are generally used
for the scenario under consideration (recognizing a
given number of terms of any length in a document
collection without distinguishing between occurrences
of one term).

1. Precision, which is sometimes called the preci-
sion at the level N:

 (22)

where N is the number of the best candidates, Correct
is the set of reference terms, and Retrieved[1 : N] is the
set of the best N candidates according to the weights
assigned by the methods being evaluated.

2. Recall:

 (23)

3. Average precision:

 (24)

It should be noted that, in practice, the recall is
often evaluated implicitly, since it is actually deter-
mined by the specified number of recognized terms
and by the precision, while the average precision is
now being the most popular metric, since it is an inte-
gral evaluate on the set of N.

Moreover, in some works, the dependence of the
precision [37] and average precision [33, 34] on N is
investigated explicitly.

5.2. Datasets

Many papers devoted to term recognition, for
example, [15, 34, 47],8 use closed datasets, which

∩
=

| [1 : ]|
( ) ,

Correct Retrived N
P N

N

∩
=

| [1 : ]|
( ) .

| |
Correct Retrived N

R N
Correct

=

= − −∑
1

( ) ( )( ( ) ( 1)).
N

i

AvP N P i R i R i



PROGRAMMING AND COMPUTER SOFTWARE  Vol. 41  No. 6  2015

METHODS FOR AUTOMATIC TERM RECOGNITION 347

makes impossible the correct comparison with the
corresponding methods.

Well-known open datasets are described below.
GENIA [66] is a collection of 2000 labeled docu-

ments on biomedicine; it is one of the most popular
datasets for testing term recognition efficiency; results
on this collection are presented in six papers at least
[21, 33, 37, 61, 67, 68].

FAO [69] consists of 780 manually-labeled reports
of the Food and Agriculture Organization (for each
report, two terms were recognized). This dataset was
used in [37] to test methods for automatic term recog-
nition.

Krapivin [70] comprises 2304 papers on informat-
ics; as a reference set of terms, key words selected by
the authors of the papers are used. This dataset was
also used in [37].

Patents [14] consists of 16 manually-labeled pat-
ents on electrical engineering.

Board games [63] is a collection of 1300 descrip-
tions and reviews of board games, in which 35 docu-
ments (out of 1300) are labeled manually. For testing,
it is suggested to take into account only the terms that
occur in the labeled documents at least once, which
allows one to use the occurrence statistics calculated
on the whole collection and to evaluate the efficiency
of term recognition methods as accurately as possible.

CONCLUSIONS

In this work, the presently-available methods for
automatic term recognition are discussed and the defi-
nitions of the term are analyzed from both theoretical
and practical perspectives. The presented survey
shows that there are no commonly-accepted defini-
tions of the concepts “term” and “domain,” while the
attempts to find such definitions result in a variety of
inconsistent and, sometimes, contradictory formula-
tions. The definitions used as operational ones suffer
from a lack of formality.

The formulation of the term recognition problem is
also far from being entirely formal, which makes it
quite difficult to compare term recognition methods
and to evaluate their efficiency. As a result, there are
currently no commonly-accepted datasets and meth-
odologies for efficiency evaluation, and developed
methods are often domain- and application-specific.

Thus, the development of datasets, experimental
research methodologies, and methods for adapting
present algorithms to other domains and applications
seem to be the most promising directions in the field
of term recognition.

8 It should be noted that [15] is devoted to creating a dataset for
experimental investigation of term recognition methods, but the
authors cannot distribute labeled data and suggest to send devel-
oped methods to them for testing.
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