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Abstract—We consider context-free grammars and Lambek grammars enriched with semantic
labeling. Such grammars do not just answer whether a given word belongs to the language
described by the grammar, but, if the answer is positive, also assign the word a λ-term that
corresponds to the semantic value (“meaning”) of the word. We present a modification of
W. Buszkowski’s direct translation of context-free grammars in the Chomsky normal form into
Lambek grammars; this modification preserves semantic values of words.
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1. FORMAL LANGUAGES AND CATEGORIAL GRAMMARS

A formal language (further we will omit the word “formal”) is an arbitrary set of words built from
elements (letters) of a finite set Σ (called the alphabet). Languages are usually infinite, and in order
to describe them finitely one uses various grammars, including categorial grammars. A categorial
grammar is a correspondence between letters of the alphabet and logical expressions called syntactic
types. To each letter the grammar assigns a finite number of types (maybe more than one). A word
w = a1 . . . an belongs to the language defined by such a grammar if and only if there exist types
A1, . . . , An such that Ai is assigned to ai (for all i from 1 to n) and the sequent A1 . . . An → H
is derivable by means of a special logical calculus. Here H is some fixed type, one for the whole
grammar. In this case we say that w is accepted or generated by the given grammar.

Note some difference in terminology between studies of “formal” and “real” languages. In lin-
guistic applications letters of Σ correspond not to letters but to words (word forms) of the natural
language; words built from letters of Σ correspond to sentences. Thus grammars describe the lan-
guage on the syntactic rather than lexical level. In this paper we use the “letter–word” terminology,
not the “word–sentence” one.

One can use various calculi to describe formal languages using categorial grammars; below we
accurately define a particular sort of categorial grammars, namely, grammars based on the product-
free Lambek calculus, or just Lambek grammars [13].

Syntactic types of the Lambek calculus L are built from a set of primitive types (variables) Pr
using two binary connectives \ and /, called the left and right division, respectively. The set of all
syntactic types is denoted by Tp (more precisely, Tp(\, /)).

The Lambek calculus derives expressions of the form A1 . . . An → B called sequents. We will
use Greek letters for finite (possibly empty) sequences of types.

The axioms of L are sequents of the form A → A, and the rules of inference are as follows:
AΠ → B
Π → A \B, where Π is nonempty, Π → A ΓBΔ → C

ΓΠ(A \B)Δ → C
,

ΠA → B
Π → B /A

, where Π is nonempty, Π → A ΓBΔ → C
Γ(B /A)ΠΔ → C

.
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64 S.L. KUZNETSOV

The cut rule
Π → A ΓAΔ → C

ΓΠΔ → C

is admissible in L [13]. (This means that adding the cut rule does not enlarge the set of derivable
sequents.)

We write L � Π → B if the sequent Π → B is derivable in L.
Finally, a Lambek grammar is a 3-tuple G = 〈Σ,�,H〉, where Σ is an alphabet, H ∈ Tp is a

distinguished type, and � ⊂ Σ× Tp is a finite binary correspondence between letters of the alphabet
and syntactic types. As said earlier, the word w = a1 . . . an is accepted by the grammar G if and
only if there exist types A1, . . . , An such that ai �Ai (for all i from 1 to n) and L � A1 . . . An → H.

Note that Lambek grammars as defined above never generate the empty word. However, one
can drop the constraint of Π being nonempty from the rules, which yields a modified calculus L∗.
Grammars based on L∗ can describe languages containing the empty word.

2. LAMBEK GRAMMARS ENRICHED WITH SEMANTIC LABELS

Lambek grammars defined in the previous section describe languages in the weak sense, just
as sets of words. However, they can be enriched to solve a more sophisticated problem: if a word
belongs to the language, then the grammar not only just generates it but also yields an object,
called the semantic value, that is assigned to the word and considered to encode its “meaning.” Of
course, since some letters can be assigned more than one syntactic type, and also some sequents
have more than one derivation in L, there could be words with more than one semantic value. (From
the linguistic point of view this models homonymy, both lexical and syntactic.)

In this paper semantic values for words and parts of words will be represented by typed λ-terms.
The system of types used in the λ-formalism differs from the type system of the Lambek calculus.
To avoid misunderstanding, we will call the types of the λ-terms semantic types.

Semantic types are built from a set B of basic types using one binary connective “→.” The set
of all semantic types is denoted by T. Types are populated with λ-terms: for every semantic type
we have a countable number of variables of this type; we also allow constants (technically, the only
difference between constants and variables is that substitution and λ-abstraction (see below) are
permitted only for variables). If f is a term of type A → B and u is a term of type A, then (fu) is
a term of type B; if v is a term of type B and x is a variable of type A, then λx.v is a term of type
A → B. If u is a term of type A, we write u :A. By u[x := v] we denote the result of substituting
the term v for all free (not under λ) occurrences of the variable x (x and v must be of the same
type). The set of all λ-terms is denoted by Tmλ.

Terms are considered modulo α-, β-, and η-equivalence: one can freely rename bounded variables
and perform reductions on subterms: (λx.u)v �β u[x := v] (if free variables of v are not bounded
in u) and λx.(ux) �η u if x is not a free variable of u.

Now we introduce a translation σ : Tp → T from syntactic to semantic types. On primitive types
this function is defined arbitrarily (and the image of a primitive syntactic type is not necessarily a
basic semantic type), and then σ is uniquely extended to Tp: σ(A \B) = σ(B /A) = σ(A) → σ(B).

We denote both syntactic and semantic types by capital Latin letters (A,B,C, . . . ). If A is a
syntactic type and u is a term, we also write u :A, meaning u : σ(A).

Now we enrich the Lambek calculus with semantic labeling [2] (see, e.g., [5]). This is done
in a Curry–Howard style [10]. If Π = A1 . . . An and �x = (x1, . . . , xn) is a sequence of variables,
then by �x : Π we denote the sequence x1 :A1, . . . , xn :An. Sequents of the enriched calculus Lλ are
expressions of the form �x : Π → u :A.
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Axioms of Lλ are sequents of the form x :A → x :A. The rules of inference are as follows:

x :A,�y : Π → u :B

�y : Π → (λx.u) : (A \B)
,

�y : Π, x :A → u :B

�y : Π → (λx.u) : (B /A)
, where Π is nonempty,

�x : Π → u :A �y : Γ, t :B,�z : Δ → v :C

�y : Γ, �x : Π, f : (A \B), �z : Δ → v[t := (fu)] :C
,

�x : Π → u :A �y : Γ, t :B,�z : Δ → v :C

�y : Γ, f : (B /A), �x : Π, �z : Δ → v[t := (fu)] :C
.

The cut rule in Lλ is also admissible and is formulated as follows (actually it acts as the substi-
tution operation on λ-terms):

�x : Π → u :A �y : Γ, t :A,�z : Δ → v :C

�y : Γ, �x : Π, �z : Δ → v[t := u] :C
.

One can easily see (and prove by induction on the derivation length) that if L � A1 . . . An → H,
then there exists a term v :H such that Lλ � x1 :A1, . . . , xn :An � v :H and the bounded variables
of v are contained in {x1, . . . , xn}. Thus the term v somehow encodes the derivation of the sequent
A1 . . . An → H in L, and it will be used to build the semantic value of the corresponding word.
This semantic value is composed from the semantic values assigned by the grammar to letters of
the word, which are substituted for the corresponding variables xi.

Let us define the notion of Lλ-grammar more accurately and formally. An Lλ-grammar is a
3-tuple G = 〈Σ,D,H〉. As in the definition of L-grammar, here Σ is an alphabet, H ∈ Tp, but
now instead of a binary correspondence � we use a ternary relation D ⊂ Σ× Tp× Tmλ, called the
categorial vocabulary. The set D is finite, and if 〈a,A, u〉 ∈ D, then u :A. Implicitly, the mapping
σ : Tp → T is also part of G.

The word w = a1 . . . an is accepted by G if and only if there exist syntactic types A1, . . . , An

and terms u1, . . . , un such that 〈ai, Ai, ui〉 ∈ D (i = 1, . . . , n) and Lλ � x1 :A1, . . . , xn :An → v :H
for some term v. In this case the grammar yields the term v[x1 := u1, . . . , xn := un] as a semantic
value for w.

3. CONTEXT-FREE GRAMMARS AND LAMBEK GRAMMARS

Another, more common, class of grammars used for describing fragments of natural languages
and also programming languages is the class of context-free grammars introduced by Chomsky [6].
A context-free grammar is a 4-tuple G = 〈N,Σ,P, s〉, where N and Σ are disjoint alphabets (ele-
ments of N are called nonterminal symbols), s ∈ N is the start symbol, and P is a finite set of rules.
Each rule is of the form p ⇒ α, where p ∈ N and α is a word constructed from letters of the united
alphabet N ∪ Σ. The rule p ⇒ α can be applied to a word of the form φpψ (in the united alphabet),
yielding φαψ. A word w is accepted by G if it can be obtained from the one-letter word s by a
finite number of rule applications and does not contain nonterminal symbols.

Languages described by context-free grammars are called context-free languages.
Further we mainly consider context-free grammars in Chomsky normal form. Rules of such

grammars can be of two forms: either p ⇒ qr, where q, r ∈ N , or p ⇒ a, where a ∈ Σ. If a context-
free language does not contain the empty word, it can be described by a context-free grammar in
Chomsky normal form.

It is known [14] that context-free grammars and Lambek grammars are equivalent in the weak
sense: every context-free language is generated by some Lambek grammar, and vice versa, any
language generated by a Lambek grammar is also generated by a context-free one.
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However, as shown earlier, besides judging whether a word belongs to the language, a Lambek
grammar also assigns a λ-term (called the semantic value of the word) to every word that belongs
to the language.

Context-free grammars can also be enriched with semantic labels, so they could assign seman-
tic values (λ-terms) to the words accepted. For context-free grammars this enrichment is called
Montague semantics (see, e.g., [7]). First, we associate a semantic type with every nonterminal
symbol. This is done by a function σ : N → T. Now let p ⇒ α be a rule of the grammar G and α
contains nonterminal symbols q1, . . . , qk (in the order as listed). Then this rule is associated with
a λ-term u of type σ(p) with free variables from the list x1, . . . , xk. In particular, if the right-
hand side of the rule does not contain any nonterminal symbol, the term u cannot contain any
free variables (it must be closed). Finally, if a word w is generated from s by a sequence of rule
applications: s ⇒ β1 ⇒ . . . ⇒ βm ⇒ w, then, going from right to left, we assign a closed λ-term to
each nonterminal symbol. If βi = φpψ, βi+1 = φαψ, and nonterminal symbols q1, . . . , qk from α are
already associated with terms v1, . . . , vk, then p is associated with the term u[x1 := v1, . . . , xk := vk].
Terms associated to nonterminal symbols from φ and ψ are kept unmodified.

Thus it is interesting to have translations between context-free grammars and Lambek grammars
that preserve not only languages generated by the grammars as sets of words but also semantic values
of the words.

Historically, the first method of translating context-free grammars into Lambek grammars, in-
troduced by Gaifman [1],1 proceeds in two steps: first the context-free grammar is transformed into
Greibach normal form [8], and then this grammar in Greibach normal form is translated into a
Lambek grammar. (Strictly speaking, only context-free grammars not generating the empty word
can be transformed into Greibach normal form. For languages containing the empty word Gaifman’s
construction can also be used via an easy technical trick [12].)

Kanazawa and Salvati [11] presented a method to transform a context-free grammar into
Greibach normal form while preserving semantic values of words. This method works only for
grammars without ε-rules, i.e., rules with empty right-hand side (in particular, the generated lan-
guage should not contain the empty word), and cyclic rules, i.e. rules of the form p ⇒ q, where
p, q ∈ N . Then, given a context-free grammar in Greibach normal form, one can apply Gaifman’s
translation, which can also be naturally used to convey semantic labeling. The prohibition of ε-rules
and cyclic rules is inevitable, because a context-free grammar with such rules can assign an infinite
number of semantic values to the same word, which is impossible for Lambek grammars.

However, there also exists a direct transformation of a context-free grammar in Chomsky normal
form into a Lambek grammar, suggested by Buszkowski [4]. For practical purposes this translation
is preferable, because it does not increase (more precisely, increases only linearly) the grammar’s size
and keeps the structure of derivation trees. And it happens that this translation can be performed
in such a way that it preserves semantic values of the words accepted by the grammar. In the next
section, we will describe a modification of Buszkowski’s translation that preserves semantic values.

A translation in the opposite direction—from Lambek grammars to context-free ones—was first
constructed by Pentus [14]. Kanazawa and Salvati [11] showed that this translation can be extended
to a translation of grammars with semantic labeling that keeps the semantic values of words. Unfor-
tunately, Pentus’s construction is inefficient: it leads to exponential growth of the grammar’s size.
This inefficiency is apparently unavoidable due to complexity reasons: the derivability problem in
the product-free Lambek calculus is NP-complete [15], whereas one can decide whether a word
belongs to a context-free language in polynomial time.

1Gaifman considered not Lambek grammars but a weaker formalism called Ajdukiewicz–Bar-Hillel grammars or
basic categorial grammars. The fact that Gaifman’s construction also works for Lambek grammars was noted by
Buszkowski [3].
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4. A MODIFICATION OF BUSZKOWSKI’S TRANSLATION
THAT PRESERVES SEMANTIC VALUES

For simplicity we consider Montague semantics of a specific kind. Each rule of the form t ⇒ a
is associated with a closed λ-term, and rules of the form p ⇒ qr can be of two sorts: right-to-left,
for which σ(r) = σ(q) → σ(p), and left-to-right, for which σ(q) = σ(r) → σ(p), and the λ-term
associated with the rule is (x2x1) or (x1x2), respectively. Intuitively, p is associated with the λ-term
which is the application of the λ-terms associated with q and r to each other (in the right-to-left
or left-to-right order). This case is most often used in practice [7] and is chosen in order to make
the proof easier. The modification of Buszkowski’s construction presented below also works in the
general case.

Given a context-free grammar G with a Montague-style semantic labeling, we need to construct
a Lambek grammar G that generates the same language and assigns the same semantic values to
the words of this language as G.

Consider all nonterminal symbols of the grammar G as primitive types (N ⊆ Pr); the mapping σ
is also preserved. With every nonterminal symbol we associate a set I(t) ⊂ Tp in the following way:

• t ∈ I(t);
• if p ⇒ qt is a rule of G, then (q \ p) ∈ I(t);
• if t is a nonterminal symbol and p ⇒ qr is a rule of G, then (q \ p) /(t \ r) ∈ I(t).
Now we define the categorial grammar G. Let H = s. For every rule of the form t ⇒ a

associated with the term u : σ(t) and for A ∈ I(t), we add an entry to the categorial vocabulary D
in the following way:

• if A = t, then we add 〈a,A, u〉;
• if A = q \ p and p ⇒ qt is a right-to-left rule, then we add 〈a,A, u〉 (in this case σ(t) =
σ(q) → σ(p); thus u has the correct type σ(A));

• if A = q \ p and p ⇒ qt is a left-to-right rule, we take a variable f of type σ(q), let ũ = λf.(fu),
and add 〈a,A, ũ〉 (ũ is a well-formed term of type σ(q) → σ(p) = σ(q \ p) = σ(A));

• if A = (q \ p) /(t \ r) and p ⇒ qr is a right-to-left-rule, we take a variable g of type σ(t) → σ(r),
let ũ = λg.(gu), and add 〈a,A, ũ〉 (ũ is now of type (σ(t) → σ(r)) → σ(r) = σ(A));

• finally, if A = (q \ p) /(t \ r) and p ⇒ qr is a left-to-right rule, we take two variables g and f
of types σ(t) → σ(r) and σ(r) → σ(p), respectively, let û = λg.λf.(f(gu)), and add 〈a,A, û〉.
As in the previous cases, û has the correct type σ(A).

Proposition 1. If a word w ∈ Σ+ is accepted by G, then it is also generated by G.
Proof. For every right-to-left rule of the form p ⇒ qr consider the sequent x : q, f : r → (fx) : p,

and for every left-to-right rule p ⇒ rq consider the sequent f : r, x : q → (fx) : p. Denote the set
of all such sequents by A. Let us add them as new axioms to Lλ and also add the cut rule, thus
getting a new calculus Lλ +A.

Now let t ∈ N and A ∈ I(t). One can easily check that then Lλ +A � x : t → x′ :A, where x′ is
a term of type σ(A) (either x, or x̃, or x̂).

Let the word w = a1 . . . an be accepted by G. Then Lλ � x1 :A1, . . . , xn :An → v : s. By the cut
rule, we get

Lλ +A � x1 : t1, . . . , xn : tn → v[x1 := x′1, . . . , xn := x′n] : s.

Now we reformulate the calculus Lλ +A in an equivalent form. Instead of the set A of axioms
we introduce a set R of the following rules of inference:

�z1 : Γ1 → v : q �z2 : Γ2 → u : r

�z1 : Γ1, �z2 : Γ2 → (uv) : p
for every right-to-left rule p ⇒ qr,
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�z1 : Γ1 → u : r �z2 : Γ2 → v : q

�z1 : Γ1, �z2 : Γ2 → (uv) : p
for every left-to-right rule p ⇒ rq.

The calculi Lλ +A and Lλ +R derive the same sequents, but Lλ +R enjoys cut elimination (this
is proved in a standard way). Therefore,

Lλ +R � x1 : t1, . . . , xn : tn → v′ : s

(for some v′), and the derivation does use the cut rule. Since types in this sequent do not contain
logical connectives, the only rules that can be used in the derivation are rules from R, and the
derivation itself is actually a sequence of applications of G-rules. Hence, w is accepted by G. �

This proposition shows that G does not generate any extra words in comparison with G. More-
over, the cut elimination procedure in Lλ + R preserves the term on the right-hand side of the
sequent (modulo α-, β-, and η-equivalence; this is proved in the same way as for Lλ itself [9]).
Hence, v′ is the same term as v[x1 := x′1, . . . , xn := x′n], and at the same time it is the semantic
value assigned to the word w by G. The choice of xi, x̂i, or x̃i for x′i is determined by the type Ai.
Thus the semantic values coincide.

Proposition 2. If a word w is generated by G, then it is accepted by G with the same semantic
value.

Proof. Proceed by induction on the length of the sequence of applications of G-rules. We
decorate nonterminal symbols with syntactic types. The start symbol s is decorated with itself (as
a primitive type). At the induction step we apply a rule of the form p ⇒ qr, decorate r with (q \ p),
and consider several cases:

• p is decorated with itself; then decorate q with itself as well;
• p is decorated with a type of the form (q1 \ p1); then decorate q with (q1 \ p1) /(q \ p);
• p is decorated with a type of the form (q1 \ p1) /(p \ s); then decorate q with (q1 \ p1) /(q \ s).
One can easily check by induction that every occurrence of a nonterminal symbol t is decorated

by a type from I(t).
All nonterminal symbols occurring in the sequence of applications of G-rules are assigned some

λ-terms by the grammar G. Now we go along this sequence backwards and assign one more term
to each nonterminal symbol according to the derivation in the Lambek calculus, so that if the old
term was u, then the new term will be either u, or ũ, or û. More precisely, we prove the following
statement by induction: if after a number of applications of G-rules one obtains a word t1 . . . tm
(ti ∈ N) from s and every ti is assigned a term ui by G, then there exist terms u′1, . . . , u′m such that
for every i the term u′i is either ui, or ũi, or ûi, with u′i :Ai, where Ai is the type that decorates the
occurrence of ti (the choice of one of the three alternatives for ui is determined by this type), and,
finally,

Lλ � x1 :A1, . . . , xm :Am → v̄ : s,

where v̄[x1 = u′1, . . . , xm = u′m] is the term assigned to the starting symbol s (the semantic value of
the word).

The induction base is evident: m = 1, A1 = s, and we take v for u′1.
If a right-to-left rule of the form p ⇒ qr is applied at the induction step and the nonterminal

symbol p is associated with a term u by G, then this term is of the form (hu1), where h is associated
with r and u1 is associated with q. Also let p, q, and r be decorated with types A, B, and C,
respectively. Considering possible cases for the types A, B, and C, one can easily check that

Lλ � u′1 :B,h′ :C � u′ :A,

and then it is sufficient to apply the cut rule.
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The left-to-right case is considered symmetrically.
Finally, we apply the rules of the form ti ⇒ a. Since the choice of the correct u′i is determined

by Ai, the corresponding 3-tuples 〈ai, Ai, u
′
i〉 exist in the categorial vocabulary D. Hence, the word

a1 . . . an is accepted by G with semantic value v. �
These two propositions together yield the following result:
Theorem. If G is a context-free grammar in Chomsky normal form with Montague semantics

and G is the Lambek grammar built from G as described above, then G generates the same language
as G and assigns the same semantic values to the words of this language as G.
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