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INVERSE SCATTERING PROBLEM FOR THE SCHRODINGER
EQUATION WITH AN ADDITIONAL QUADRATIC POTENTIAL ON
THE ENTIRE AXIS

I. M. Guseinov,*’ A. Kh. Khanmamedov,*! and A. F. Mamedova'

We consider the Schrédinger equation with an additional quadratic potential on the entire axis and use
the transformation operator method to study the direct and inverse problems of the scattering theory. We
obtain the main integral equations of the inverse problem and prove that the basic equations are uniquely

solvable.
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1. Introduction

The problem of a quantum oscillator was an essential problem solved by Heisenberg in the framework
of matrix mechanics and by Schriodinger in the language of wave mechanics. The problem of describing the
oscillatory motions of atoms in molecules and crystals reduces to solving precisely this problem (see [1]). A
“quantized” electromagnetic field is equivalent to a system of oscillators.

The inverse spectral problem consisting in reconstructing one-dimensional Schrédinger operators with
an additional oscillator and the same discrete spectrum was studied in [2], [3]. The most complete solution
of the inverse problem for a perturbed oscillator of the form Ty = —y” + 2%y + q(2)y, where ¢(z) is a real
potential and ¢'(z),zq(x) € La(—00, +00), was given in [4].

Here, we study the direct and inverse scattering problem for the Schrédinger equation with an additional
quadratic potential

—y — 2Py +q(z)y =Ny, —oo <z < +o0, (1)

where the real potential ¢(z) is a smooth function and satisfies the condition
> 2
/ (1+2%)e* |g(2)| dx < oco. (2)
—o00

We note that the inverse scattering problem in the case without an additional quadratic potential, i.e.,
for the equation —y” + ¢(z)y = Ay with a rapidly decreasing potential g(z), has been studied in detail by
many authors (see [5]—[7] and the references therein). In the presence of an additional quadratic potential,
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the continuous spectrum of the unperturbed equation is associated with eigenfunctions that in contrast to
an exponential function do not have a multiplicative property, and it was therefore necessary to modify
several classical arguments in [5]—[7].

We note that the scattering problem for Eq. (1) defined on a half-line was considered in [8]. But the
eigenfunctions of the continuous spectrum of the unperturbed equation, which were used in that paper,
are unsuitable for Eq. (1) defined on the entire axis because infinite poles of the transmission coefficients
appear. Here, we express the eigenfunctions of the continuous spectrum of the unperturbed equation in
terms of the parabolic cylinder functions D, (z).

We note that the inverse scattering problem for the one-dimensional Schrédinger equations with differ-
ent increasing potentials was studied in [9]-[13]. In contrast to [9], [10], [12], we here obtain both Marchenko-
type integral equations, which allow drawing conclusions about the behavior of the reconstructed potential
at both ends.

Several problems of the spectral theory of the one-dimensional Schrédinger equation were studied
in [14]-]16].

The direct scattering problem for a multidimensional Schrédinger operator of the form H = —A + 272 +
q(x), z = (x1,22,...,2m) € R™, was considered in [17].

2. Preliminary consideration of the unperturbed equation

We consider the unperturbed equation
—y" =2y =)y, —o0<z<+00. (3)

It is known (see [18], [19]) that Eq. (3) has a solution ¢o(z,\) that can be represented as ¢o(z, ) =
DiA/Q_l/Q(\/Q e™/1g), where Ul(a,z) = D_,_1/5() is a parabolic cylinder function, which is a solution of

the equation
2

—y"+ " y=—ay
A :

The behavior of the function D, (z) for large values of |z| and a fixed value of v is determined by the
asymptotic formulas [19] as z — oo

3
D,(z) ~ e /4, |arg z| < I,
2 )
\/ ™ ewruez2/4271/71’

~ —2%/4 v
D,(z) ~e z I(—v)

7T< <57r
arg z
g SHEES

These formulas imply that

Go(x,\) = Dix_1/2 (\/2 e_i”/4x) ~ e~i7"/2 (\/2 e_i”/4x)n_l/2, T — +00.

The function in the right-hand side is of the order O(z~(/2)=1mX) “and ¢q(x, ) hence belongs to Lo(0, o0)
for Im A > 0. Because Eq. (3) does not change under replacing x with —x, the function ¢o(—z, ) is also a
solution of this equation. Obviously, the function ¢o(—x, ) belongs to La(—00,0) for Im A > 0.

On the other hand, the known expressions [18]

: 9(iA—=1)/4
U (_ i , 0) & U

i\ 2UA+1)/4, /1
2°") T r(3/4 - inj4) 1(‘ ’0>: (4)

2 S D(1/4—ix/4)
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imply that for real A, the two solutions {¢g(z, \), ¢o(z,A)} of Eq. (3) are linearly independent, and their
Wronskian is given by the formula

W{do(z,\), do(x, )} = —iv/2e™/4,

For real values of A, the solutions ¢g(+z, A) are bounded, which corresponds to the continuous spectrum of
problem (3). The constraint formula

Go(—=,A) = ao(N)do(x, A) + bo(A)do(, A) ()

holds on the spectrum, and the functions tg(A\) = 1/ag(A) and ro(A) = bg(A)/ao(A) have the meaning of
transmission and reflection coefficients in scattering theory. It follows from (5) that the coefficients ag(X)
and bg(\) satisfy the normalization condition

a0V = [bo(M)* = 1.

Moreover, formulas (4) and (5) imply the relations

ao(/\) _ W{d)o(ﬂ?, A), (b()(—gj, /\)} _ \/27'('6_“-/4
W{po(x,\), go(x, \)}  e™AT(1/2—i)/2)’ o
bo(A) = W{o(=z,A), do(z, \)} _ e

W{d)o(ﬂ?, /\)7 (b()(xv )‘)}

These formulas show that ag(A) and by(A) can be continued analytically to the upper half-plane Im A > 0.

Following Titchmarsh [20], we further deduce that the functions 11 (z, A) and 2 (z, \), defined up to a
factor in the general theory [20], respectively coincide with ¢o(z, A) and ¢o(—=, A). The functions ¢o(z, )
and ¢o(—x, A) hence serve as eigenfunctions of the continuous spectrum of Eq. (3). For any function
h(zx) € La(—00,00), we therefore have

) = [ h h<y>{ jﬁ / " [0 (2a, A) + ro (o (2, N)] o (g, Ao () dA}dy,

— 0o — 00

where wo(\) = e~™/4. In particular, if h(x) takes real values, then these relations become

) = [ N h<y>{ e " Ref[ (2, ) + ro(\)o (2, o (£, A)Jwo(N) dx}dy.

—00 —00
We therefore have the expansion formulas for the eigenfunctions of the continuous spectrum of Eq. (3)

1

N /jo Re{[¢o(£x, A) + ro(A)¢o(d, A)]do(dy, A) }wo(A) dA = 6(x —y), (7)

where ¢ is the Dirac delta function.
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3. Direct scattering problem

We now describe the scattering problem for Eq. (1). We consider the eigenvalue problem for Eq. (1) in
the class of functions y = y(z) bounded on the entire axis. The real values of the energy A are associated
with the continuous spectrum of problem (1). The eigenfunctions of the continuous spectrum are determined
by asymptotic conditions at +oco in =z,

fe(z, A) = do(£x,\) +0(1), x— *oo.

It follows from [8] that the solutions fi(z, ) satisfy triangular representations, which demonstrate the

scattering effect,
+oo

fr(z,\) = ¢o(Fz, \) £ KE(2,t)¢o(£t, \) dt. (8)

x

The kernels K*(z,t) are real and satisfy the relations

+o0 +o0
K*(x,t) :O(/( t)/2|q(s)|ds>, x+t— +oo, K*(z,2) ::I:;/ q(s) ds. 9)
-+ xT

According to (8) and (9), the solutions fi(z,\) admit analytic continuations to the half-plane Im A > 0.
Moreover, because the potential g(x) is real and estimate (9) holds on the continuous spectrum, the pairs
of solutions { f1(z, \), f+(x,\)} are linearly independent because their Wronskian W{fy(x, \), f«(z,\)} is

equal to Fiyv/2e™ /4. Therefore, for real A, we have

f(@,2) = a(A) [ (2, A) + bA) f1 (2, A), (10)

f (@, A) = a(A) - (2, X) = bA) f— (2, A), (11)

which implies that the transition matrix has the form T'(\) = ( > It follows from (10) and (11)

that
la(N)]* = [b(V)[? =1, (12)

i.e., the transition matrix is unimodular, det T'(A\) = 1. The quantities 7™ (\) = b(\)/a(N) and r~()\) =
—b(X)/a()) are respectively called the right and left reflection coefficients. Formula (10) implies that

1

a(\) = ﬂe*”*/‘*W{fo’A),ff(x,A)},
. (13)
b(A) = — er*”*/‘*W{m, A), f- (2,0}
Using (8), (9), and (13), we find that the relations
a(N) = aoN)[1+O0ONH)], b)) =bo(A)[1 +OAV?)] (14)

hold as A — oo. It follows from (13) that a()\) admits an analytic continuation to the upper half-plane
Im A > 0 and is continuous on the real axis. Moreover, a(A) has no zeros. Indeed, a(\) does not vanish on
the real axis by normalization condition (12). We now assume that a(Ag) = 0, Im A9 > 0. It then follows
from (13) that the solutions fi(x,Ao) and f_(z, Ag) are linearly dependent and self-adjoint problem (1)
would formally have a complex eigenvalue, which is impossible.
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We note that analogously to formulas (7), we have formulas for the expansion of the continuous
spectrum of Eq. (1) in eigenfunctions:

1

Var /,Oo Re{[f (. A) + 15 (N) fi (. N] f (9, M Yoo (V) dA = (). (15)

The transition matrix T'(A\) completely describes the behavior of the eigenfunctions of the continuous
spectrum of problem (1). We stress that all the information about the matrix T()) is indeed contained
in one of the reflection coefficients. Indeed, we assume that the coefficient r*()), for example, is given.
Taking normalization condition (12) into account, as in [6], [7], we obtain

a(2) :ao(Z)exp{—Q; /OO tog(1 - |r+(A)|A):iOg(l = o] )d/\}, Im z > 0. (16)

The coefficients b(A) and () can now be constructed using the formulas

a()

b(A) = a(A\)rT(N), r~(A) =—rt(X) o)’

(17)

To complete this section, we note that relations (12)—(14) imply the main properties of the reflection
coefficients. We rewrite them as the following condition.

Condition 1. The functions r*()\) are continuous on the real axis and satisfy the relations

eT™/2 X — +oo,
rEN) <1, rEQ) —re(N) = O(IA| T3 -
1, A — —o0.

The coupling formula r=(X)/r™(X\) = —a()\)/a(X) holds, where a()) is determined by formula (14).
4. Inverse scattering problem

The inverse scattering problem for Eq. (1) is to reconstruct the potential g(z) from one of the reflection
coefficients. The basic Gelfand—Levitan—Marchenko integral equations play an important role in solving
the inverse problem.

Theorem 1. For each fixed z, the functions K*(z,y) in representation (8) satisfy the integral equa-
tions

FE(z,y) + K5 (2, y) + - K*(z, t)FE(t,y)dt =0, =y > 4, (18)
where ) -
FE(z,y) = Jor Re /_OO (ri (A) = 70(N) do (£, N) o (Y, Nwo(X) dA. (19)

Proof. To derive Egs. (18), we use expansion formulas (7) and (15). For definiteness, we consider the
case with the plus sign. It follows from the well-known properties of the transformation operators (see,
e.g., [7]) and representations (8) that

oo(3) = LN+ T K0 f4 (6N dr,
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where the kernel K (y,t) satisfies a relation similar to (9). For y > z, the last formula with regard to (15)
then implies

1

L /_oo Re{[ f(z, A) +rH () fo (2, M)] o (1, A) Jwo (N) dX =

s+ [ K(y,w( / Re{[mx,»+r+<A>f+<x,A>]f+<t,A)}wo@)cu)dtz

1 oo
\/277 —0o
=d(r—y)+ /_y K(y,t)d(x —t)dt = 6(x —y) + K(y,z) = §(z — y). (20)

On the other hand, using (7) and (8), we obtain

\/;W /jo Re{[ f+(z,A) +rT(A) fo(z,N)]do(y, \) }wo(A) dX =
- \/;ﬂ- /:)O Re{[do(z, ) + 7 (N)do(x, \)]do(y, A) Jwo(A) dX +

w [Trrn] [ Rl + o (onle Vo M) d fa +

+ \/;ﬂ_ /:)O Re{[r"(\) — rg (N)]do(z, Ao (y, A) wo(A) dX +

o [Trren] [ RO~ (l6n(t At )N () d e =
=d(xz —y) —|—/OO KT (z,t)6(t —y)dt +

1™ N N

o [ Rellrt ) =i (e o (. Al (4 dA +

w [Trr@n] [ Rl )~ (D6t Nl M) i =
=6(z—y)+ K (z,y) + F"(z,y) + /OO K (z, t)FT(t,y)dt.

Comparing this relation with (20), we obtain (17). The theorem is proved.

The basic equations permit solving the inverse problem as follows. Using basic equation (18) as
in [10], [21], we establish the following property of the scattering functions F*(z,y).

Condition 2. The functions F*(x,y) defined by formulas (19) are continuously differentiable and
satisfy the relations

+o0
[F*(z,y)| < Ci(a), +x>a, +y>a, / sup |F*(x,t)| dt| < oo,

+x>a

+oo
lim / sup  |F=(z,y)| dy‘ =0,
N—+oco } N :IZ(I—G)ZO
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< CF(a), =£(z1—a)>0,

(1 + |z1|) sup
+1>0

/ |F;E(ZIJ1 +t,$2)|d$2

+o0
d
‘/ (14 2Y| * FE(z,2)|dz| < CE(a),

dx

lim  sup

+oo
/ |Fi(z,y+h>—Fi<z7y>|dy‘:o.
h—0 +(z—z)>0

Theorem 2. If Conditions 1 and 2 are satisfied, then for each fixed x, Egs. (18) have unique solutions
K*(z, ) € Ly(w,+£00), p=1,2.

Proof. Condition 2 implies that Eqgs. (18) are generated by completely continuous operators. There-
fore, by the Fredholm alternative, the sought solution of (18) exists and is unique in the space L,(x, 00),
p = 1,2, if the homogeneous equation has no nontrivial solutions in Ly (z, ), p =1, 2.

Without loss of generality, we consider the case with the plus sign. We assume that for some x, the
homogeneous equation

+/ FT(y,t)h(t)dt =0, =y > *ux, (21)

has a nontrivial solution in Ls(x,00). Because the kernel F*(x,y) is real, we can assume that h(y) takes

/ |2dy+/ / F*(y,t)h(t)h(y) dt dy = 0.

Substituting the functions F*(z,y) given by (19) in the last relation, we obtain

/:o|h(y)|2dy+2\/127r /_Z(ﬁm—rg(»)[/f%(t,x dt” [ vt dy}womdﬁ
—|—2\/127r/_0;(r+ ) — 1 ( [/ bo(t, A dtK/ b0y, \) dy}wo(x\)d)\zo.

We rewrite this relation as

real values. Then

[ s, [ ] [T wemoa] | [T onmm s+

+ 2\/1%/(: (V) _/:O oot h(t) ] _/:o b0l \Vh(y) du wo(N) dr —
N 2\/127r /_OO ) _/OO olt, V(1) | _/Oo do(y, h(y) dy | wo(X) a -

2\/127r/ {/ Po(t, \)h dt] [/ oy, Nh(y) dy|wo(X)dX =0.  (22)

s
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On the other hand, by virtue of expansion formula (7), we have

/:O |h(y)|? dy = /(:{\/;W /:O h(t) o (t, /\)dt] %

« [/m h(y) (d0(, A) + 12 (V). N)) dy]wg(/\) A,

[Tmwra= [0 [ ol -

« [ / " h() (o(y N) + 18 () oy V) dy]wo()\) i,

whence it follows that

[Twwra—, [T [ awe ] s
- 2\/127T/_Zrar(/\)[/:Oh(y)ﬁbo(y,/\)dyrwo()\)d,\: ﬁﬁ/_(:

Taking these formulas into account in (22) and setting

00 2
/ h(y)go(y, A) dy| dA.

HQ) = / h(y)bo(y. N) dy,
we obtain

/Oo |H(V) oo (A) dA + ; /OO rOVE2 (\)wo(\) dA + ; /OO () H2(A)wo(\) dA = 0.

— 00 — 0o — 0o

Taking this relation into account, we conclude that

[ G- IO i < o

— 00

whence it follows that

7O = [ hw)ont Ny =0

because 1 — |r*(\)] > 0 and wp(\) = e~™/* > 0 for all real values of \. It follows from the last identity
that h(y) = 0.

Therefore, homogeneous equation (21) has only a trivial solution in La(z,00). The uniqueness of the
solution in L (x,00) follows because any solution h(y) of Eq. (21) in L1 (x,00) belongs to La(x,00). The
proof of the last assertion is precisely the same as in [21]. The theorem is proved.

In conclusion, we note that Conditions 1 and 2 obtained above are sufficient for uniquely reconstructing
the potential ¢(z) in the class

/700 (14 |z|*)|p(z)| dz < o0

from the right reflection coefficient. Indeed, let the right reflection coefficient r*(X) be given. Using
formulas (15) and (16), we obtain the functions a(\) and r~(\). By formulas (19), we determine the
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functions F*(x,y). Under Conditions 1 and 2, basic equations (18) have unique solutions K*(x,y). As

in [6], [7], [9], [10], we can then prove that the functions fi(x, A) defined by (8) are solutions of the equations

- l(xv)‘) + [—SE2 + qi(x)]fi(xv)‘) = )‘fi(xv)‘)a

where the potentials ¢*(x) are given by

and satisfy the inequalities

for

+oo
[T el @] <
each a. Further, as in [6], [7], [21], we prove that, for real A, the functions fi(z, \) are related by

1
a(N)

1
a(N)

f,(x, )‘) = er(xa )‘) + rJr()‘)er(xﬂ )‘)7

f+(CC,)\) = f,(x, )‘) + rf(/\)fi(x, )‘)7

which implies that ¢*(z) = ¢~ ().

Acknowledgments. The authors thank the referee for the useful remarks, which helped improve the

contents of this paper.

REFERENCES

1.

7.

10.

11.

12.

546

F. A. Berezin and M. A. Shubin, The Schrédinger Equation [in Russian], Moscow State Univ. Press, Moscow
(1983); English transl., Kluwer, Dordrecht (1991).

. H. P. McKean and E. Trubowitz, “The spectral class of the quantum-mechanical harmonic oscillator,” Commun.

Math. Phys., 82, 471-495 (1982).

. B. M. Levitan, “Sturm—Liouville operators on the whole line, with the same discrete spectrum,” Math. USSR-Sb.,

60, 77-106 (1988).

. D. Chelkak, P. Kargaev, and E. Korotyaev, “Inverse problem for harmonic oscillator perturbed by potential,

characterization,” Commun. Math. Phys., 249, 133-196 (2004).

. L. D. Faddeev, “The inverse problem in the quantum theory of scattering,” J. Math. Phys., 4, 72-104 (1963).
. L. D. Faddeev, “Properties of the S-matrix of the one-dimensional Schrédinger equation,” Amer. Math. Soc.

Transl. Ser. 2, 65, 139-166 (1967).
V. A. Marchenko, Sturm—Liouville Operators and Their Applications [in Russian], Naukova Dumka, Kiev (1977);
English transl.: Sturm—Liouville Operators and Applications, Basel, Birkh&user (1986).

. M. G. Gasymov and B. A. Mustafaev, “On the inverse problem of scattering theory for the anharmonic equation

on a semiaxis,” Soviet Math. Dokl., 17, 621-624 (1976).

. Y. Li, “One special inverse problem of the second order differential equation on the whole real axis,” Chinese

Ann. Math., 2, 147-155 (1981).

A. P. Katchalov and Ya. V. Kurylev, “Transformation operator method for inverse scattering problem,” J. Soviet
Math., 57, 3111-3122 (1991).

P. P. Kulish, “Inverse scattering problem for the Schroedinger equation on the axis,” Math. Notes, 4, 895-899
(1968).

Y. Liu, “Scattering and spectral theory for Stark Hamiltonians in one dimension,” Math. Scand., 72, 265-297
(1993).



13

14.

15.

16.

17.

18.

19.

20.

21.

. E. A. Kuznetsov and A. V. Mikhailov, “Stability of stationary waves in nonlinear weakly dispersive media,”
Soviet Phys. JETP, 40, 855-859 (1974).

A. M. Savchuk and A. A. Shkalikov, “Spectral properties of the complex Airy operator on the half-line,” Funct.
Anal. Appl., 51, 66-79 (2017).

B. S. Mityagin and P. Siegl, “Root system of singular perturbations of the harmonic oscillator type operators,”
Lett. Math. Phys., 106, 147-167 (2016).

E. L. Korotyaev, “Resonances for 1d Stark operators,” J. Spectr. Theory, 7, 699-732 (2017); arXiv:1703.10820v1
[math.SP] (2017).

E. L. Korotyaev, “On scattering in an external, homogeneous, time-periodic magnetic field,” Math. USSR-Sb.,
66, 499-522 (1990).

M. Abramowitz and I. Stegun, eds., Handbook of Mathematical Functions with Formulas, Graphs, and Math-
ematical Tables (Natl. Bur. Stand. Appl. Math. Ser., Vol. 55), U.S. Gov. Printing Office, Washington, DC
(1964).

H. Bateman and A. Erdélyi, Higher Transcendental Functions, Vol. 2, McGraw-Hill, New York (1953).

E. C. Titchmarsh, FEigenfunction Expansions With Second-Order Differential Operators, Vol. 1, Clarendon,
Oxford (1946).

N. E. Firsova, “The direct and inverse scattering problems for the one-dimensional perturbed Hill operator,”
Math. USSR-Shb., 58, 351-388 (1987).

547



	Inverse scattering problem for the Schrödinger equation with an additional quadratic potential on the entire axis
	Abstract
	1. Introduction
	2. Preliminary consideration of the unperturbed equation
	3. Direct scattering problem
	4. Inverse scattering problem
	Acknowledgments
	References


