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EFFECT OF TURBULENCE MODELS

ON THE SUBMERGED HYDRAULIC JUMP SIMULATION

UDC 532.53Y. Shekaria, M. Javanb, and A. Eghbalzadehb

Abstract: This study presents a numerical investigation and prediction of the flow field in three-

dimensional submerged hydraulic jumps. The volume of fluid (VOF) method is used to simulate the

free surface. The turbulent structure is simulated by using different turbulence models, such as the

standard k–εmodel, RNG k–εmodel, realizable k–εmodel, and Reynolds-stress model (RSM) closure

schemes. The capabilities of the turbulence models are investigated with the standard wall functions

and enhanced wall treatment methods. A comparison between the numerical and experimental

results shows that the numerical model is adequate for predicting the flow pattern and free surface

of submerged hydraulic jumps. The RNG k–ε turbulence model with the enhanced wall treatment

method ensures the highest accuracy in the water surface simulation. Near the channel bed of a fully

developed region, the RSM model with the enhanced wall treatment method shows better agreement

with the experimental longitudinal velocity than the other turbulence models. The standard k–ε

model predicts the longitudinal velocity more accurately than the RNG and realizable k–ε models.
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near-wall treatment.

DOI: 10.1134/S0021894415030153

INTRODUCTION

The transition from a supercritical flow to a subcritical flow with intense turbulent mixing and air bubble

entrainment is regarded as a hydraulic jump. In an open channel, when a hydraulic jump occurs, the velocity-

dependent flow depth rapidly changes within a relatively short distance. In submerged hydraulic jumps, the flow

transition region is located under the water surface. Free and submerged hydraulic jumps have been extensively

studied due to their engineering applications.

The classic hydraulic jumps in a horizontal and wide rectangular channel with a smooth bed have been

extensively studied [1–5]. Under specific conditions, the dissipation of the energy in a submerged jump might

be less than that in a free jump [6]. The velocity profiles below the roller, for both submerged and free jumps,

resemble those of a turbulent wall jet under an adverse pressure gradient [7]. Comparisons between free jumps,

submerged jumps, and wall jets structures showed that submerged jumps could be regarded as a transition between

wall jets and free jumps [8]. The experimental studies [9] indicated that the submerged jump is three-dimensional

in nature. Investigations on submerged hydraulic jumps below abrupt expansions showed that both symmetric and

asymmetric flows can be formed under special hydraulic conditions. Relations for determining the main submerged

jump characteristics below abrupt expansions were provided [10]. The turbulence structure of a submerged hydraulic

jump in a rectangular channel with horizontal rough beds was experimentally investigated [11].
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During the past few decades, numerical methods are capable of analyzing complex problems in various

sciences, especially in hydraulic engineering, for example, a two-dimensional model developed by using the standard

k–ε model for simulating submerged hydraulic jumps below a sluice gate [12]. Supercritical and subcritical flows

and a free hydraulic jump in a rectangular channel with a low bed slope were numerically simulated by applying

the Boussinesq equations [13]. A free hydraulic jump with a non-hydrostatic pressure assumption was numerically

investigated [14]. Ma et al. [15] developed a two-dimensional model for simulation of a submerged hydraulic jump

by the standard k–ε turbulence model and the volume of fluid (VOF) method [16]. They demonstrated that wall

functions may not be applicable to the boundary layer flow regions of a submerged hydraulic jump. Numerical

simulations of a free hydraulic jump by the RNG k–ε turbulence model and the VOF method were performed

in [17]. A numerical study of a free hydraulic jump by the k–ε turbulence model was conducted in [18]. A free

hydraulic jump on a smooth bed was studied by using the k–ε turbulence model and large eddy simulation (LES)

in [19].

In this study, the effects of the turbulence models, such as the Reynolds stress model (RSM), standard

k–ε, RNG k–ε, and realizable k–ε turbulence models, on the flow structure of a submerged hydraulic jump are

investigated. In addition, the performance of these turbulence models with the standard wall functions [20] and

enhanced wall treatment method [21–24] is studied.

1. GOVERNING EQUATIONS

The flow field is calculated by the continuity equation and unsteady Reynolds-averaged Navier–Stokes

(RANS) equations:
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In these equations, ui, uj (i, j = 1, 2, 3), p, ρ, μ, and ρu′
iu

′
j are the average velocity components in Cartesian

coordinates, pressure, density, dynamic viscosity, and Reynolds stresses, respectively. Turbulent flows can be

simulated by using various turbulence models. In this study, the commercial software is used to solve the governing

equations and to simulate a three-dimensional submerged hydraulic jump. The QUICK and first-order upwind

schemes are used for solving the momentum and turbulence equations, respectively. The PRESTO scheme and the

PISO algorithm are applied, respectively, to discretize the pressure gradient and to couple the pressure and velocity.

For solving the unsteady flow equations, the time step is set equal to 0.01 s. The governing equations are solved

until their normalized residuals are equal to or smaller than 10−4.

2. GRID LAYOUT

Three experiments conducted by Long et al. [9] are used to validate the numerical model. Long et al. [9]

performed their experiments in a rectangular channel whose width was Z = 0.467 m; the channel was 7.5 m long

and 0.515 m deep. Table 1 shows the primary details of the experiments selected in the present study (Y2, Yt, Y1,

and U1 are the free jump depth, downstream tail water depth, inlet opening of the gate, and average inlet velocity,

respectively). The submergence factor S and the inlet Froude number Fr1 are defined by S = (Yt − Y2)/Y2 and

Fr1 = U1/
√
gY1.

3. DISCRETIZATION OF THE COMPUTATIONAL DOMAIN

Due to the axial symmetry of the experimental flow field, the half width of the channel is simulated for

decreasing the computational time. The non-uniform grid is fine enough near the gate because of the rapid variation
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Table 1. Primary details of experiments selected for numerical simulations

Experiment number Y1, m U1, m/s Y2, m Yt, m Fr1 S

3 0.025 1.58 0.10 0.187 3.19 0.85
6 0.025 2.72 0.18 0.299 5.49 0.63
8 0.015 3.14 0.17 0.206 8.19 0.24

Table 2. Grid nodes

Near-wall treatment approach
Grid nodes

Experiment Nos. 3 and 6 Experiment No. 8

Standard wall functions 281 × 38 × 15 281 × 35× 15
Enhanced wall treatment 281 × 45 × 33 281 × 41× 33

in the flow field and free surface of the roller region. The standard wall functions and the enhanced wall treatment

method are used to investigate the wall effects on the flow structure. In the standard wall functions, the first node

must be located in the region y+ > 30 (y+ is the dimensionless wall distance). Due to resolving the viscosity-affected

near-wall region in the enhanced wall treatment method, the finest mesh in the viscous sublayer is needed, and the

first grid point must be located in the region y+ ≈ 1. Table 2 shows the grid nodes in these numerical simulations.

4. BOUNDARY CONDITIONS

The boundary conditions of the computational domain are considered as the experimental setup. At the

inlet boundary, the vertical distribution of the longitudinal velocity u measured in [9] is u/U1 = 0.99 + 0.02y/Y1.

The maximum decrease in the longitudinal velocity at the gate opening is 2 to 6%.

The turbulent kinetic energy k and its dissipation rate ε at the gate opening boundary are specified as

follows [9]:

k = 1.4 · 10−3U2
1 , ε = 2.2 · 10−5U3

1 /Y1.

The RANS simulation results (such as k–ε model predictions) depend on adequate near-wall treatment [25–27].

Therefore, different wall treatment methods, such as the standard wall functions and enhanced wall treatment, are

considered for modeling the bed and the side wall.

The wall functions established for a fully developed flow region are applied to bridge the viscous sublayer

region between the wall and the fully turbulent region. As the viscous sublayer and the buffer layer region are not

fully resolved, the use of a very fine near-wall mesh could be avoided [20]. On the other hand, the near-wall region is

totally resolved in the enhanced wall treatment method, where a very fine near-wall mesh must be used. Thus, the

enhanced wall treatment method is more appropriate for complex near-wall flows [21–23, 25]. The pressure outlet

and symmetry boundary conditions are applied to the outlet and symmetry planes of the channel, respectively. At

the outlet boundary, the water elevation is set equal to the measured tail water depth.

5. RESULTS AND DISCUSSION

Submerged hydraulic jumps can be divided into the developing, fully developed, and recovering regions [12].

If the roller length is defined as the length of the submerged jump, 15 and 85% of the jump length are located

in the developing and fully developed regions, respectively. The effects of the roller region are eliminated in the

recovering region [9]. The present numerical simulations are verified by the experimental results of Long et al. [9].

The relative root-mean-square error (RMSE) Δ is calculated as

Δ =
( 1

N

N∑
i=1

(ei,e − ei,c)
2
)1/2

· 100.

Here N is the number of measured points and ei,e and ei,c are the experimental and calculated values at the point i,

respectively.
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Fig. 1. Calculated (curves) and experimental (points) profiles of the water surface: (a) simulations
by the standard wall functions; (b) simulations with the enhanced wall treatment; points 1–4 are
obtained with the use of the RSM, standard k–ε, RNG k–ε, and realizable k–ε models, respectively;
the points are the experimental data [9] (experiment No. 8).

Table 3. Relative root-mean-square error of the simulated water surface profiles

Near-wall treatment approach Turbulence model Δ, %

RSM 0.50

Standard wall functions
RNG k–ε model 0.63

Realizable k–ε model 0.93
Standard k–ε model 0.90

RSM 0.99

Enhanced wall treatment
RNG k–ε model 0.47

Realizable k–ε model 0.54
Standard k–ε model 0.99

The water surface and longitudinal velocity profiles of experiment No. 8 were simulated and compared with

the experimental values in Figs. 1 and 2. The near-wall treatments and turbulence models affect the simulated water

surface profiles. According to the RMSEs in Table 3, the best prediction of the water surface profile is provided

by the enhanced wall treatment method and the RNG k–ε turbulence model, and the RSM with the standard wall

functions is the second best in terms of the water surface prediction.

The agreement between the numerical and experimental results is excellent in the wall jet region (see Fig. 2).

However, in the reverse flow, the velocity simulated by all the near wall treatments and turbulence models is slightly

overpredicted. For calculating the RMSEs of the simulated longitudinal velocity profiles in the developing, fully

developed, and recovering regions, the locations were selected at X/Y1 = 12, 36, and 105 from the gate, respectively.

According to the measurements by Long et al. [9], all velocity profiles were taken in the plane at z/W = 0.36 mm

or z/W = 168 mm from the channel wall. According to the RMSEs in Table 4, the longitudinal velocity profile in
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Fig. 2. Calculated (curves) and experimental (points) longitudinal velocity profiles: simulations
by the standard wall functions (a–c) and simulations by the enhanced wall treatment (d–f) for
x/Y1 = 12 (a and d), 36 (b and e), and 105 (c and f); other notations the same as in Fig. 1.

the developing region simulated by the RSM turbulence model with the standard wall functions is more accurate

than those predicted by the other methods. In the fully developed region, the longitudinal velocity simulated by the

RSM turbulence model with the enhanced wall treatment exhibits better agreement with the experimental values.

In the wall jet region, the flow is influenced by the boundary layer characteristics [15]. The velocities simulated by

the enhanced wall treatment method and different turbulent models is in better agreement with the experimental

results that those obtained by using the standard wall functions (see Table 4).

In the recovering region, the velocity distribution is almost uniform over the channel depth, and the agreement

between the numerical and experimental values is good. The RSM predictions with both near wall treatments are

more accurate than the predictions of the other turbulence models (see Fig. 2 and Table 4). For the simulated

longitudinal velocity profiles, the results of the standard and RNG k–ε models with enhanced wall treatment are

similar to each other. A comparison between the measured and simulated maximum mean velocity of experiment

Nos. 3, 6, and 8 shows that the simulated results of the RSM and standard k–ε models generally have good

agreement with the experimental data. With increasing Froude number, the simulation results of the RSM model

show better agreement with the experimental results than the standard k–ε model.
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Fig. 3. Experimental (points) and calculated (curves) turbulence intensity
√

u′2 (a) and
√

v′2 (b)
and turbulent shear stress −u′v′ (c): the solid and dashed curves show the results calculated by the
standard k–ε model and RSM; the points are the experimental data [9].
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Table 4. Relative root-mean-square error of the simulated longitudinal velocity profiles

Near-wall treatment approach Turbulence model
Δ, %

x/Y1 = 12 x/Y1 = 36 x/Y1 = 105

RSM 16.3 18.9 5.4

Standard near-wall functions
RNG k–ε model 29.5 24.4 6.4

Realizable k–ε model 34.1 28.3 8.7
Standard k–ε model 24.2 14.1 7.5

RSM 25.1 9.2 5.3

Enhanced wall treatment
RNG k–ε model 26.6 20.2 6.4

Realizable k–ε model 29.1 23.3 10.6
Standard k–ε model 22.2 12.2 6.4
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Fig. 4. Experimental (points) and calculated (curves) longitudinal velocity profiles across the
channel: the solid and dashed curves show the results simulated by the standard k–ε model and
RSM, respectively; the points are the experimental data [9].

The longitudinal turbulence intensity
√
u′2 and the values of

√
u′2 simulated by the standard k–ε and RSM

turbulence models are compared with the experimental results (Fig. 3a). With increasing distance from the gate,

the longitudinal turbulence intensity rapidly decreases. The RSM results in the wall jet region near the channel

bed show better agreement with the experimental results than the standard k–ε model. The corresponding results

of the other turbulence models are underpredicted behind the roller region. The vertical turbulence intensity
√
v′2

simulated by the RSM model is more accurate than the results of the standard k–ε model in the wall jet and

recirculation region. Behind these regions, the RSM underpredicts the values of
√
v′2, while the standard k–ε

model results show good agreement with the experimental data (Fig. 3b). A comparison between the results of the

RSM turbulence model with the experimental results shows that the RSM model overpredicts the turbulent shear

stress −u′v′ in the recirculation region. At the beginning of this region, the standard k–ε model is more accurate

than the RSM model. However, downstream of the recirculation region, the results of the turbulence models shows

good agreement with the experimental results (Fig. 3c).

The simulated longitudinal velocity distributions across the channel (y/Y1 = 5.3) are compared with the

experimental data in experiment No. 8 (Fig. 4). According to Fig. 4, the longitudinal velocities simulated by the

standard k–ε and RSM models are overpredicted near the symmetry plane in the roller region. In the wall jet

region near the side wall, the values of u are underpredicted by the turbulence models; at a large distance from the

gate, the RSM results are overpredicted, while the results of the standard k–ε model show general agreement with

the experimental results. In the recovering region, the turbulence models predict similar results and show good

agreement with the experimental data. The differences between the experimental and numerical results in the roller

region in the plane y/Y1 = 5.3 are most likely due to the extreme complexity of the flow.

The longitudinal velocity and the turbulent shear stress u′v′ of experiment No. 6 simulated by using the

standard k–ε and RSM turbulence models are compared with the experimental results at four locations of three cross

sections at x/Y1 = 4, 32, and 64. In the presence of the vertically vortex motion near the gate opening on the water
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Fig. 5. Experimental (points) and calculated (curves) values of the shear stress coefficient on the
channel bed: the points are the experimental points [9] [(a) experiment No. 3; (b) experiment No. 6;
(c) experiment No. 8]; the solid and dashed curves show the results simulated by the standard k–ε
model and RSM, respectively.

surface, the effect of the reversing flow near the center plane of the channel is higher than near the side walls [9].

The agreement of the numerical and experimental results for the longitudinal velocity is good in the wall jet region.

In the reverse flow region, the numerical results for the longitudinal velocity are underpredicted near the side wall

and overpredicted near the symmetry plane, while they show general agreement at z/W = 0.24. At x/Y1 = 32,

the results of the turbulence models agree well with the experimental results, but the RSM model accuracy is

higher than the accuracy of the standard k–ε model near the symmetry plane and side wall. At x/Y1 = 64, the

simulation results of the RSM model show better agreement with the experimental results than those predicted by

the standard k–ε model. The simulated turbulent shear stress has good agreement with the experimental values

in the wall jet region, and the results of both turbulent models are approximately similar. At x/Y1 = 32, the

agreement between the numerical and experimental values is excellent near the channel bed. Above the wall region,

the simulated turbulent shear stress is overpredicted near the side wall and underpredicted near the symmetry plane

of the channel, although the simulated turbulent shear stress is in general agreement with the experimental results

at z/W = 0.13 and 0.24. At x/Y1 = 64, the results of the RSM model are more accurate than those of the standard

k–ε model near the side wall of the channel.

The measured and simulated bed shear stress coefficients of experiment Nos. 3, 6, and 8 are compared in

Fig. 5. The shear stress coefficient can be defined as

Cf =
τw

ρU2
in/2

=
u2
∗

U2
in/2

,

where τw and u∗ are the bed shear stress and shear velocity, respectively. As shown in Fig. 5, the agreement between

the numerical and experimental results for the shear stress coefficient is good, although the shear stress coefficient

predicted by the standard k–ε model is generally higher than the results of the RSM model.
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CONCLUSIONS

Three-dimensional submerged hydraulic jumps are numerically investigated in this study. The VOF method

and different turbulence models, such as RSM, standard k–ε, RNG k–ε, and realizable k–εmodels, are used to predict

the free surface and turbulence structure of the submerged hydraulic jumps. The performance of the turbulence

models is also studied by the standard wall functions and enhanced wall treatment methods. The numerical results

of the three-dimensional submerged hydraulic jumps are in acceptable agreement with the experimental data.

The RNG k–ε turbulence model with the enhanced wall treatment method provide the highest accuracy

in the water surface simulation. Near the channel bed of the fully developed region, the RSM model with the

enhanced wall treatment method shows better agreement with the experimental longitudinal velocity than the

other turbulence models. The standard k–ε model is more accurate in the longitudinal velocity prediction than the

RNG and realizable k–ε models. In the roller region, the longitudinal velocity distributions across the channel are

underpredicted by the RSM and standard k–ε models. Generally, the standard k–ε model simulates the shear stress

coefficient and the maximum mean velocity of the submerged hydraulic jumps more adequately than the RSM. The

longitudinal and vertical turbulence intensity and turbulence shear stress simulated by the RSM and standard k–ε

model are in good agreement with the experimental data.
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