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Abstract− In this paper, a novel single camera three dimensional digital image correlation (3D-DIC) system,
using a polarized pseudo-stereo system, is proposed. Compared to traditional 3D-DIC systems using stereo-
vision, it has a more compact structure and better vibration resistance. Compared to the conventional single
camera pseudo-stereo system that splits the CCD sensor into two halves to capture the stereo views, the pro-
posed system achieves both views using the entire CCD chip without reduction of the spatial resolution.
In addition, the center of the two views stands in the center of the CCD chip, similarly to conventional
3D-DIC systems, thus minimizing the image distortion compared to the conventional pseudo-stereo system.
The two overlapped views in the CCD sensor are separated using the different polarization states, and the
standard 3D-DIC algorithm can be utilized directly to perform the evaluation. The principal and experimen-
tal setup are described in detail, and multiple tests are performed to validate the system.
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1. INTRODUCTION

Digital image correlation (DIC) is a non-contact,
whole-field optical measurement method capable of
measuring the contour, deformation and strain on a
surface. This technique was proposed by Peters, [1],
Sutton [2], and Yamaguchi, [3] in the 1980s. Starting
in the mid-1990s, the three-dimensional digital image
correlation (3D-DIC) technique was developed to
obtain whole-field information, including the con-
tour, deformation, and strain, in three dimensions [4].

In the 3D-DIC technique, the conventional DIC
algorithm is integrated with a stereo-vision system to
fulfill the 3D measurement. Two fixed cameras with
an angle between them were placed in front of the test
object, and the stereo-vision algorithm was applied to
combine the information from these two cameras
[5, 6]. In addtion, to determine the intrinsic and
extrinsic parameters for the stereo-vision system, the
3D calibration technique for the DIC system was
investigated at the same time [7–9].

Several problems currently exist in the 3D-DIC
system. First, the conventional 3D-DIC system is sen-
sitive to environmental vibration [10, 11]. Since the
conventional 3D-DIC system uses two cameras to

acquire the 3D information, the relative position
between the cameras must be fixed to obtain accurate
results after calibration. The environmental vibration
could result in relative movement between the cam-
eras, thus introducing error to the measurement. Sec-
ond, the conventional 3D-DIC system has limitations
with respect to high speed measurement. 3D-DIC
requires that two images be captured at the same time
for 3D measurement. However, this requires precise
synchronization between the two high speed cameras,
and the synchronization between the camera could
change over the course of the measurement. Lastly,
the conventional 3D-DIC has the difficulties with
measuring small areas [12]. Through extension of the
applications of 3D-DIC, 3D-DIC has been used for
material testing within a small area. A long focus lens
needs to be utilized to obtain good image resolution.
However, the long focus lens is usually large in size,
which results in a position conflict between the two
lenses in the conventional system.

To overcome the drawbacks of the conventional
3D-DIC system, K. Genovese proposed a single cam-
era 3D-DIC setup utilizing the refraction-based
pseudo-stereo system in 2013 [13]. A bi-prism, as a
refractor, is used to split the scene into two equivalent
lateral views in the two halves of the CCD chip. The
single camera 3D-DIC system acheives the 3D-DIC1The article is published in the original.
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measurement with a single camera, and provides a new
path for achieving 3D-DIC [14–16].

However, two problems still exist in the proposed
single camera 3D-DIC system. First, image distortion
occurs due to the utilization of the refractor and the
lateral offset of the scene. Second, the resolution of
each view reduces in half due to splitting the scene.
To solve these drawbacks, a new dimension needs to
be utilized to separate the two views instead of splitting
the scene in the CCD chip.

Digital image correlation, as a mathematical algo-
rithm, is only sensitive to the intensity of light, making
it possible to use the other properties of light to sepa-
rate the views. The wavelength and polarization state
are two common properties which can be utilized to
separate two lights with different optical paths. Band-
pass color filters and color cameras can be combined
to fulfill the image separation with different wave-

length 17. However, loss of light of the bandpass filter
could be a serious issue with this method.

The light can be easily polarized with the polarizer;
however, a single camera has to be able to capture
polarized light with different angles to fulfill this tech-
nique. Recently, the polarization camera has been
investigated and developed to capture polarized
images. These type of cameras have been widely used
in medical, machine vision and defense applications
[18–20]. The schematic view of the polarization cam-
era is shown in Fig. 1.

In this paper, a single camera 3D-DIC system
using a polarized pseudo-stereo system is proposed.
Two filters with a perpendicular polarized angle are
combined with the reflection-based pseudo-stereo
system to filter the two views from the different optical
paths. Two images with different polarization states
can be captured by a single polarization camera.
The two views are captured in different signal channels
separated by the different polarization states. With this
single camera 3D-DIC system, both views use the
whole CCD chip, and no spatial resolution reduction
occurs. The principles and experimental setup are
introduced in detail in the following sections.
An experimental validation is performed, and the
results obtained by the proposed system are compared
with a commercial 3D-DIC system.

2. PRINCIPAL AND THE THEORY
OF THE SYSTEM

The scheme of the proposed system is shown in
Fig. 2. A reflection-based pseudo-stereo system is uti-
lized to obtain the two views from the different per-
spectives. Two mirrors reflect the two images with dif-
ferent perspectives to the beamsplitter. The two views
are then combined within the beamsplitter and cap-

Fig. 1. Schematic view of polarization camera.
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tured by the polarization camera. Two polarizers with
perpendicular polarization angles (0° and 90°) are
placed in front of the beamsplitter to prevent mixing of
the views. The two lights are polarized with different
polarization angles after passing the polarizers. The
dots and arrows in this figure represent the direction of
the polarization. Two images with different polariza-
tion angles are separated in the polarization camera.

The principle of the single camera 3D-DIC system
using a polarized pseudo-stereo system is very similar
to the conventional stereo-vision 3D-DIC system.
The difference between the two systems is that two vir-
tual cameras, as shown in Fig. 2, replace the two phys-
ical cameras in the conventional system. The scheme
of the coordinate systems is shown in Fig. 3. The
transformation from image coordinate (2D coordi-
nate, obtained from the polarized image) to virtual
camera coordinate (3D coordinate) using the pinhole
camera model is displayed below:

(1)

where P is the projection matrix which projects the 3D
coordinate to a 2D plane; f is the focus of the lens of

the single camera; αi is the scale factor;  and 
is the image coordinate and virtual camera coordinate
of the ith virtual camera, respectively.

The pseudo-stereo system requires that the two vir-
tual camera coordinates be merged to a single world
system. In addition, the distortion due to the imaging
system needs to be corrected. The transformation
between the ith virtual camera coordinate to the world
coordinate is expressed as:
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where Ti represents the transformation matrix which
transforms the camera coordinate of the virtual cam-
era to the world coordinate of the pseudo-stereo sys-
tem, and ri and ti are the rotational component and
translational component, respectively. Di and Ai is the
distortion and skew adjust matrix, which can be deter-
mined using different distortion or skew models. xw is
the world coordinate of the pseudo-stereo system.

The single camera 3D-DIC system must be cali-
brated to determine all these intrinsic and extrinsic
parameters. Since the principal of the pseudo-stereo
system is quite similar to the conventional 3D-DIC
system, the classical calibration procedure of the con-
ventional 3D-DIC system can be utilized directly.
The direct linear transform (DLT), as a standard cali-
bration method for the stereo-vision system, is widely
used for calibration in conventional 3D-DIC.
The transformation equation to determine the system
parameters using the DLT method is expressed as [17]:

(3)

In the above equation, ui and vi are the image coor-
dinates of the ith virtual camera in the horizontal and
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Table 1. Measured displacement in y direction by two sys-
tems at same location

Step 
no.

Polarized system, 
mm

Standard system, 
mm

Error, 
mm

0 0 0 0
1 –0.196954 –0.18397 0.012984
2 –0.362529 –0.357763 0.004766
3 –0.558495 –0.561468 0.002973
4 –0.736176 –0.748647 0.012471
5 –0.941347 –0.950341 0.008994
6 –1.04603 –1.05011 0.00408

Fig. 3. Scheme of the coordinate systems of the pseudo-
stereo 3D-DIC.
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vertical direction, respectively;  and  are the coor-
dinate at the center point in the horizontal and vertical
direction, respectively; f is the focus of the lens; and

 and  are the scale factors in the horizontal and
vertical direction, respectively. Components ri and ti

are components of the transformation matrix Ti.
Finally, the two images obtained by the different

channels of the polarization camera can be evaluated
using the DIC algorithm. Since the image from the
right optical path is only reflected once, the image of
this view has to be digitally f lipped horizontally to
obtain the correct view for the DIC evaluation.

3. EXPERIMENTAL TESTS
AND THE RESULT

To validate the proposed system, a set of experi-
mental tests were performed. An industrial camera
with an adjustable polarizer was used to simulate the
polarization camera, as a polarization camera was not
available for use. The image with the 0°/90° polariza-

0
iu v0

i

αi
u α

v

i

tion angle, which can directly be obtained from the
polarization camera, now is obtained by successively
rotating the polarizer.

Two types of tests were performed to validate the
system. The first test performed was a rigid-body
movement test. This test was performed to validate the
accuracy of the displacement measurement. The sec-
ond test performed was a strain measurement test. For
this test, the strain measurement results were com-
pared with the results from a commercial conventional
3D-DIC system.

3.1. Displacement Measurement

A notched aluminum alloy plate was used as the
test sample in this experiment. The specimen was
10 mm thick and fixed at the bottom. The notch was
created on the upper part of the plate. The plate was
fixed on a two dimensional (2D) linear translation
stage, making it easy to produce an accurate in-plane
(x-direction) and out-of-plane (z-direction) displace-
ment. Additionally, a micrometer screw was installed
at the end of the cantilevered part to introduce a com-
pression loading to the specimen. The displacement in
the y direction that was produced by the compression
was measured by both the polarized single camera
3D-DIC system and a commercial 3D-DIC system.
The results obtained from the commercial system were
regarded to be the true value.

The experimental setup is shown in Fig. 4. For this
test, the specimen was moved in both the in-plane
(x-direction) and out-of-plane (z-direction) from 0 to
12.7 mm with 2.54 mm intervals. The average rigid-
body movement over the surface, shown in Fig. 5,
shows good consistency in the movement direction.

Fig. 4. Experimental setup of the validation test.
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To further study the accuracy of the displacement
measurement, the displacement in the y direction of
the cantilever part, resulting from the compression
produced by the screw, is measured by the polarized
single camera 3D-DIC system and a commercial
3D-DIC system. The raw images captured by the two
systems are shown in Fig. 6, and the measurement
results are displayed in Fig. 7. Table shows the dis-
placement in the y direction at the position of the can-
tilever shown in Fig. 7. As shown in Table 1, the max-
imum measurement error of the proposed system is
around 0.01 mm.

3.2. Strain Measurement

A mild steel sheet metal specimen was used for the
strain measurement test. Two notches were created at
the center of the specimen to produce a strain concen-
tration during deformation. A bending moment was
applied to the sheet metal to produce bending at the
center of the specimen. The strain produced by the
bending was measured by the polarized single camera
3D-DIC and the commercial 3D-DIC simultane-
ously. The raw images of the specimen before and after
deformation is shown in Fig. 8. The strain distribution
resulting from image evaluation is shown in Fig. 9.

Fig. 6. Raw images captured by the two systems: upper, proposed system, lower, standard system.

Fig. 7. Measured displacement field in y direction by two systems with same loading: left, proposed system, right, standard sys-
tem.
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The measured strain at the location shown in Fig. 9
from the proposed system and the commercial system
is 2.125 and 2.196%, respectively.

4. DISCUSSION AND CONCLUSIONS

In this paper, a single camera 3D-DIC system
using a polarized pseudo-stereo system is proposed.
The polarization state is adopted to separate the lights
from the different views. The proposed system enables
two perspective views to be captured in a single camera
without reduction of the resolution. Addtionally, the
imaging model is the same as the conventional 3D-DIC
system, which allows the conventional 3D-DIC algo-
rithm to be directly used by the proposed system.
It provides a new path to fulfill the 3D-DIC measure-
ment with a single camera. The drawbacks of the con-
ventional single camera 3D-DIC with a biprism,
which include a more than 50% resolution reduction,
very limited perspevcive angle, and complex image
distortion, have been overcome by the proposed single
camera 3D-DIC system. Compared to the other pos-
sible solution for the mentioned drawbacks, which
uses wavelength to separate the two views, the pro-
posed system does not need multiple lights to illumi-

nate the object, and the loss of light is less than that of
the color-camera system.

An industrial camera with a polarizer was used in
the experimental validation to simulate the polariza-
tion camera. The use of a polarization camera may
result in better image quality and system accuracy.
However, the experimental validation using the indus-
trial camera with a polarizer still obtained good results.
From the tests, the accuracy of the displacement mea-
surement was around 0.01 with a 50 mm lens, and the
accuracy of the strain measurement was around 0.1%.
The loss of light was around 70% due to the use of the
polarizers, while the clear image area is around 90%
due to the usage of the reflection system.

Some future study is necessary to optimize the sys-
tem. The loss of light is still relatively high, due to the
use of polarizers in the system, and high power light is
necessary for good image quality. In addtion, the
reflective-based pseudo-stereo system is more com-
plicated than the refraction-based system. The simpli-
fication of the reflection-based system can be further
studied, and the possibility of the usage of the refrac-
tion-based system can be investigated. Lastly, an inte-
grated system can be studied to make the system more
compact and practical.

Fig. 8. Images to demostrate the bending test: left, before bending; right, after bending.

Fig. 9. Strain field with bending: left – proposed system, right – standard system.
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