
ISSN 0020-1685, Inorganic Materials, 2018, Vol. 54, No. 14, pp. 1417–1420. © Pleiades Publishing, Ltd., 2018.
Original Russian Text © S.A. Darznek, V.B. Mityukhlyaev, P.A. Todua, M.N. Filippov, 2017, published in Zavodskaya Laboratoriya, Diagnostika Materialov, 2017, Vol. 83,
No. 9, pp. 5–9.

ANALYSIS OF SUBSTANCES
Electron Probe X-Ray Analysis of Nanofilms at Off-Normal 
Incidence of the Electron Beam

S. A. Darzneka, *, V. B. Mityukhlyaevb, P. A. Toduab, and M. N. Filippova, b, **
aResearch Center for Studying the Properties of Surfaces and Vacuum, Moscow, Russia

bKurnakov Institute of General and Inorganic Chemistry, Russian Academy of Sciences, Moscow, Russia
*e-mail: fgupnicpv@mail.ru

**e-mail: fil@igic.ras.ru
Received February 9, 2017

Abstract—The frontier of the electron probe X-ray spectral method in the determination of trace metal quan-
tities on a silicon substrate is studied. The experimental data are acquired for ultrathin chromium films on a
silicon substrate. It is shown that the signal-to-noise ratio significantly increases at a noticeable sample incli-
nation (80°), which allows one to determine an extremely low (available by this approach) chromium content.
The calibration curve for the inclined sample position is plotted using the Monte Carlo method. The surface
concentration of chromium atoms (2.2 ± 0.4) × 1014 cm–2 and the chromium detection limit (5 × 1013 cm–2)
are measured under the given experimental conditions. For the electron probe X-ray microanalysis of bulk
samples, it is a record value. The equivalent weight of chromium at the aforementioned surface concentration
is approximately 4 × 10–18 g. The proposed technique requires no changes in the design of the device to be
applied.
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The need for diagnostics of thin metal films on sub-
strates is due to their application as structural elements
in different nanotechnology devices. In particular,
ultrathin chromium films serve as sublayers in the
deposition of other metals. The film becomes an islet
with decrease in its thickness. In this connection, it is
expedient to use the surface concentration instead the
effective thickness when chromium is deposited onto
the surface at ultralow amounts for the further charac-
terization of the coating.

The ultralow amounts of metals atop the bulk sub-
strates are determined through various methods, such
as angle-resolved X-ray photoelectron spectroscopy
[1], electron Auger spectroscopy [2], secondary ion
mass spectrometry [3], and Rutherford backscattering
spectroscopy [4]. All the techniques possess limits of
spatial resolution [1, 4] and detected concentration
ranges [2, 3]. The latter most frequently deals with low
intensity of the used informative signal.

In order to determine the trace amounts of chro-
mium on the silicon substrates, the use of electron
probe X-ray spectral analysis seems to be promising.
The method aims at measuring the intensity of the
electron-beam excited characteristic X-ray radiation
(CXRR) of the material applied onto the substrate.
The experimental implementation of the technique is
quite simple, because most modern scanning electron

microscopies are equipped with energy dispersion
consoles for the recording of X-ray radiation. The
abilities of the state-of-the-art energy dispersive X-ray
spectrometers allow for the acquisition of the radiation
intensity with high accuracy at achieving a counting
error below 0.1% at high loading of the spectrometer.
The low-intensity CXRR signals can therefore be col-
lected against the background of the bremmstrahlung.

The X-ray spectral method was repeatedly used for
studying the coatings with a surface concentration of
metals above 1.6 × 1016–2 × 1017 cm–2 on bulk sub-
strates [5–10]. The lower bound of range of thickness
measurements is due to of the fact that the CXRR
intensity of the coating material is insufficient for reli-
able signal recording in the conventional geometry of
the experiment when the substrate with coating is ori-
ented perpendicularly to the electron probe, and the
direction to the detector makes an angle of 30°–40°
with the plane of the sample. The change in the geom-
etry of the experiment, e.g., the recording of the X-ray
radiation at the sliding angle relative to the sample
plane [11], leads to the effect caused by the fact that
the CXRR signal comes only from the surface area.
Nevertheless, the implementation of this configura-
tion necessitates the device modernization, and it is
also difficult to establish the calibration curve as the
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Table 1. Experimental and calculated k ratios for different
surface concentrations of chromium on bulk silicon sub-
strates

Surface chromium 
concentration, Ns × 1018, 

cm–2

k × 102

experiment theory

0.41 0.95 0.93
0.8 1.79 1.85
1.2 3.84 3.86
2.4 5.82 6.11
4.0 10.4 11.0
6.4 18.2 19.1
dependence of the recording CXRR intensity versus
the coating material concentration.

A scheme with the angular incidence of the elec-
tron probe at the fixed angular position of the detector
seems to be more preferable. As mentioned earlier
[12–14], an increase in the incidence angle of the elec-
tron probe on a film–substrate system (measured from
the normal to the sample surface at the incidence
point of the electron probe) causes a substantial gain
in CXRR intensity of the film because of an increase
in the mean free path of the electrons in the substrate
material.

The present work aims at studying the frontier of
the X-ray spectral characteristics in the detection of
trace amounts of metal on a substrate at the inclined
incidence of the electron probe by the example of a
chromium layer on a single-crystal silicon substrate.

The CXRR Kα1,2-line intensity of chromium
(5.946 keV) as a function of its surface concentration
was calculated using a specially developed static mod-
eling code that allows one to describe the electron
interaction in a film–substrate surface in the context
of the Monte Carlo model [15] in the approximation
of continuous energy losses. The chosen algorithm
admitted the inclined position of a sample, where the
inclination was toward the X-ray radiation detector.
The angle between the direction to the detector and
the horizontal plane was 35°. The Rutherford shielded
section for elastic scattering [16] in the angularly dif-
ferential form was used. In order to calculate the
CXRR intensity, the ionization cross section was
found from the Bethe formula [17].

The experimental studies were conducted using a
JSM 6460 LV scanning electron microscope with an
INCAx-sight energy dispersion console for the
recording of X-ray spectra. The probe electron energy
was 15 keV. Samples were silicon slabs with a size of
10 × 10 mm2 whose surface was covered with a chro-
mium coating via the magnetron sputtering on a Sam-
ple Preparation System Q150T S/E/ES setup. The
weight of the sputtered film was controlled by a sensor
with a quartz resonator embedded inside the chamber.
A sensor for a set sample position was aligned as follows.
A 200-nm-thick chromium film (the thickness is esti-
mated from the sensor data) was sprayed onto a 10-μm-
thick aluminum foil through a mask with a diameter of
35 mm. In order to determine the weight of the sput-
tered chromium film, the foil was weighed on a Sarto-
rius CPA 2P (Germany) balance before and after
spraying. The film inhomogeneity within the spraying
area was highlighted by the CXRR intensity of chro-
mium. Taking into consideration the obtained chro-
mium film spatial distribution, the sensor was
realigned in the units of the surface chromium con-
centration. The subsequent experiments implied the
linear dependence of the sensor data on the surface
chromium concentration. The relative calibration
error was less than 2%.

In order to verify the correctness of the Monte
Carlo calculated data, a series of samples with differ-
ent surface chromium concentrations on silicon sub-
strates was prepared. During the experiments, the
CXRR intensity of the Kα1,2 line I of chromium was
recorded and compared with Iet of the bulk sample of
chromium measured under the same conditions. The
intensity ratio of both samples was then determined as
k = I/Iet. The k parameters evaluated both experimen-
tally and theoretically (using the Monte Carlo
approach) are listed in Table 1. As is seen, the diver-
gence between experiment and theory is less than 6%.

The CXRR intensity of the Kα1,2 line of chromium
as a function of θ angle was determined by positioning
a sample on exchangeable holders providing a suitable
angular position. The experimental (for the surface
chromium concentration of 9.1 × 1015 cm–2) and
Monte Carlo calculated angular dependences are plot-
ted in Fig. 1, where the intensities of the CXRR Kα1,2
lines of chromium are normalized with respect to the
appropriate intensities at zero inclination. Figure 1
also displays the calculated angular dependence of the
normalized intensity for the surface chromium con-
centration of 1.7 × 1017 cm–2.

The calibration plot, i.e., the dependence of the k
ratio on the effective film thickness, is obtained using
the developed calculation algorithm for the angle of
sample inclination θ = 80° (Fig. 2). The calibration
error is less than 10%.

In order to show the ability to determine the trace
amount of chromium on a silicon slab surface, the lat-
ter was covered with a chromium layer via the magne-
tron sputtering at the minimum rate and time of sput-
tering. No CXRR lines of chromium were observed for
a sample horizontally oriented at the electron energy
of 15 keV and the maximum loading of the spectrom-
eter (the dead time was 20%). A CXRR peak of the
Kα1,2 line of chromium arose for a sample inclined at
80° at the electron beam energy of 15 keV, the probe
current of 10 nm corresponding to the minimum load-
ing of the spectrometer, the acquisition (“life”) time of
INORGANIC MATERIALS  Vol. 54  No. 14  2018



INORGANIC MATERIALS  Vol. 54  No. 14  2018

ELECTRON PROBE X-RAY ANALYSIS OF NANOFILMS 1419

Fig. 1. Normalized CXRR intensity of Kα1,2 line of chro-
mium as a function of inclination angle of sample: the solid
line refers to the calculated surface chromium concentration
of 9.1 × 1015 cm–2, the dotted line is the calculated surface
chromium concentration of 1.7 × 1017 cm–2, and the points are
the measured chromium concentration of 9.1 × 1015 cm–2.
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Fig. 2. Monte Carlo calculated calibration curve of a chro-
mium film on a silicon substrate (the incidence angle of
the electron probe is 80°).
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Fig. 3. Fragment of X-ray spectrum of sample (the incidence
angle of the electron probe is 80°; the probe electron energy is
15 keV; the probe current is 10 nA; the data acquisition time is
2000 s (the dotted lines show the boundaries of the CXRR sig-
nal integration from chromium of 5.355 and 5.465 keV).
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2000 s, and the dead time of less than 20% (see Fig. 3).
The CSRR intensity of the Kα1,2 line of chromium was
evaluated through the processing of the X-ray spectrum
in Fig. 3 by summing the number of pulses of a spectrum
(IS) over the energy range of 5.355–5.465 keV, which is
about 2/3 of the Kα1,2-line width at half-maximum.
The energy range boundaries are shown in Fig. 3 with
the dotted lines. The braking background intensity was
found by summing the number of pulses in the energy
range of the same width (110 eV) symmetrically to the left
(Il) and right (Ir) of the Kα1,2 peak. The following values
were obtained: Is = 50614 pulses, Il = 51661 pulses, Ir =
44030 pulses, and the Kα-line intensity of chromium
was ICr = Is – (Il + Ir)/2 = 2769 pulses.

The k ratio was determined by measuring the Kα1,2-
peak intensity of chromium versus the bulk reference
sample oriented vertically, as well as the background
intensity over the same energy ranges. The main error
components in the determination of the k ratio are the
statistical error in measuring the Kα1,2-peak intensity
of chromium for a sample and the calibration plotting
error. For a sample represented by the spectrum in Fig. 3,
k = (3.7 ± 0.7) × 10–4 at the confidence probability
P = 0.95, which is equivalent to the surface concentra-
tion of chromium atoms Ns = (2.2 ± 0.5) × 1014 cm–2

in line with the calculated calibration curve (Fig. 2).
The correctness of the determination of the surface

chromium concentration was verified by comparing
the found value with that evaluated via the total exter-
nal reflection X-ray f luorescence analysis on a TREX
610 S (Philips) spectrometer, which was (2.8 ± 0.4) ×
1014 cm–2. The differences between data provided by
various methods were insignificant.

The detection limit under the same experimental
scheme was estimated in accordance with the 3σ crite-
rion, where σ is the mean-square background devia-
tion in the range of the Kα1,2 line of chromium.
Assuming that the background obeys the Poisson sta-
tistics, one gets Ns min ≈ 5 × 1013 cm–2. With consider-
ation of the evaluated area of the analytical signal gen-
eration, this detection limit of the effective thickness
measurement corresponds to the CXRR signal
recorded from about 5 × 104 chromium atoms, and the
equivalent chromium weight is around 4 × 10–18 g.
This value is a record for the electron probe micro-
analysis of bulk samples.
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