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Abstract—The computational-theoretical and experimental works on different types of two-phase f lows are
reviewed. The problems of two-phase f lows and features of their study are considered. The basic characteris-
tics of two-phase f lows and the methods of their simulation are provided. The results of the study of two-
phase f lows with solid particles, droplets, and bubbles are outlined and analyzed.
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INTRODUCTION
The flows of a medium carrying a disperse admix-

ture in the form of solid particles, droplets, or bubbles
take place in a series of natural phenomena: tornados
[1], dust storms, volcanic eruptions, wildfires, precip-
itation in the form of hail, show, rain, different types of
fog, gas liberation in seas and oceans, etc. Typical
examples of technical facilities with two-phase f lows

include the combustion chambers of thermal engines,
the paths of solid- and liquid-propellant reaction
engines, facilities for the thermal pretreatment of coal
in schemes for the power-engineering use of fuel,
steam generators, firefighting systems, heat exchang-
ers with two-phase working bodies, sand- and bead-
blasting facilities with different surfaces, pneumatic
conveyors of granular materials, dust collectors of dif-
ferent types, and many others.

The main types of two-phase (heterogeneous) sys-
tems are gas–solid particles, gas–droplets, liquid–
solid particles, and liquid–bubbles.

The interest of many research groups around the
world regarding research on two-phase (multiphase,
heterogeneous) f lows has steadily increased in recent
decades.

In the 60 years of the existence of the Joint Institute
for High Temperatures of the Russian Academy of
Sciences, its researchers have published hundreds of
original and pioneering works on particular aspects of
fluid and gas dynamics and the thermal physics of multi-
phase flows. Many of them were printed in the journal
High Temperature (Teplofizika vysokikh temperatur).
Therefore, the current review, which describes the
most important achievements in the research on two-
phase f lows, is deservedly focused on works recently
published in this journal by researchers of the Joint
Institute for High Temperatures of the Russian Acad-
emy of Sciences and their colleagues from other insti-
tutions.

1. PROBLEMS AND FEATURES 
OF THE STUDY OF TWO-PHASE FLOWS

The research on two-phase (heterogeneous) f lows
is intended to solve two main classes of problems [2].
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The first problem (or the direct one) consists of the
study of the behavior of a disperse admixture (parti-
cles, droplets, or bubbles) in the f low of a carrier
medium (gas or liquid). The solution to this problem
lies in the determination of the characteristics of
disperse inclusions, i.e., their sizes (in the case of
polydisperse f low or presence of phase and/or chemi-
cal transformations), the fields of their averaged and
fluctuation (mean square) velocities and tempera-
tures, their concentrations, etc.

The second problem (or the inverse one) consists
of the study of the effect of the disperse phase on the
flow characteristics of the media carrying it. To solve
this problem, it is necessary to determine the charac-
teristics of the gas (liquid) in the presence of particles
(droplets or bubbles), i.e., the fields of averaged and
fluctuation (mean square) velocities and tempera-
tures, friction coefficients, heat dissipation, etc.

The study of two-phase (multiphase) f lows is
extremely difficult, which is probably associated with
two circumstances. On the one hand, the theory of
single-phase f lows (especially turbulent f lows) is in
the developmental stage. On the other hand, the addi-
tion of a disperse admixture in the form of particles
(droplets and bubbles) makes the f low pattern signifi-
cantly more complex. It is related to a wide variety of
properties (primarily, inertia) and the concentration of
disperse inclusions, which leads to multiple modes
(classes) of two-phase f lows.

To confirm this, w some features of the study of
two-phase f lows are given below.

1.1. Multiscale Character
Inertia (which is primarily determined by size and

density) of the disperse phase may vary over an
immense range (many orders of magnitude). Single-
phase f lows are characterized by several spatial and
temporal scales determined by the value of the flow
velocity inherent to them, the flow regime (laminar,
transient, or turbulent), the flow geometry, etc. [2]. To
model the motion of disperse phase correctly, one must
take into account its interaction at different scales,
which is determined by (i) the averaged motion,
(ii) large-scale fluctuation motion, (iii) small-scale fluc-
tuation motion, (iv) various instabilities (for instance, the
Tollmien–Schlichting instability in boundary layers, the
Taylor–Gertler instability in pipes, and the Kelvin–
Helmholtz instability in pure shear layers), etc.

1.2. Multiplicity of Force Factors
To integrate the equations of motion of the disperse

phase (particles, droplets, or bubbles) correctly, a large
number of force factors (forces) must be taken into
account. The main forces include (i) the aerodynamic
drag force, (ii) the gravitational force (buoyancy),
(iii) the Saffman force, (iv) the Magnus force, (v) the
thermophoretic force, (vi) the turbophoretic force,
(vii) the diffusiophoretic force, (viii) the centripetal
force, (ix) the electrostatic force, and (x) the near-wall
force.

It is worth noting that many of the forces men-
tioned above somehow contain the velocity of the car-
rier phase, which is a random variable in a turbulent
stream. Therefore, a question is often raised about the
applicability of a specific expression to calculate force
under other conditions (e.g., for laminar f low or with-
out speed shear).

1.3. Multiplicity of Modeling Parameters

The mathematical or physical modeling of single-
phase f lows involves the calculation or measurement
of a sufficiently large number of parameters (or their
spatial distributions).

In the case of a non-isothermal, stationary, turbulent,
single-phase flow, these parameters include (i) three
components of the average velocity, (ii) three compo-
nents of the fluctuation (mean square) velocity, (iii) the
average temperature, (iv) the fluctuation (mean square)
temperature, (v) binary correlations of various compo-
nents of the fluctuation velocities (components of the
Reynolds stress tensor), (vi) binary correlations of the
fluctuation velocity and fluctuation temperature, etc.

For the mathematical and physical modeling of
two-phase f lows containing particles, droplets, or
bubbles, the number of necessary parameters
increases by many times, because the aforementioned
parameters are supplemented by analogous parame-
ters for the disperse phase (e.g., the average and f luc-
tuation velocities and temperatures of particles, etc.),
including its size, size distribution, and the averaged
and fluctuating concentration (gas content), as well as
the parameters for the carrier phase (already with
disperse inclusions), which include the phase-transi-
tion heat and many others.

1.4. Presence of Different Collision Processes

Various collision processes may occur in two-
phase (multiphase) f lows [3]. These include (i) inter-
action between disperse inclusions (particle–particle,
droplet–droplet, or bubble–bubble), (ii) interaction
between disperse inclusions and a rigid body stream-
lined by the two-phase f low (particle–body, droplet–
body, or bubble–body), and (iii) interaction between a
disperse admixture and the walls restricting the two-
phase f low (particle–wall, droplet–wall, or bubble–
wall). The first process takes place upon the collision
of disperse inclusions with sizes on the same order of
magnitude, the second process occurs when the
dimensions of the rigid body are many orders of mag-
nitude larger, and the third process occurs place when
the dimension (the curvature radius) of the stream-
lined body tends to infinity, i.e., it degenerates into a
flat wall.
HIGH TEMPERATURE  Vol. 58  No. 4  2020
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Fig. 1. Role of phase transformation upon the transition of the system from the single-phase state to the two-phase state and vice
versa.
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Let us list the main reasons for the appearance of
collisions among disperse phase items (particles,
droplets, or bubbles): (i) a polydisperse character (an
admixture of different sizes), which leads to the
appearance of different average velocities, (ii) the
effect of the average velocity gradient of the carrier
phase, (iii) the effect of the gravitational force (of the
buoyant force), (iv) the turbulent transport effect,
which implies the appearance of the relative velocity
between the neighboring particles, (v) the clusteriza-
tion effect, i.e., an increase in the concentration (gas
content) of the disperse phase in local spatial regions,
(vi) electrostatic interaction, and (vii) Brownian
motion.

Collision interactions may lead to coagulation and
fragmentation processes, which significantly affect the
dispersed content of the admixture and the generation
of films and streamlets on streamlined surfaces. We
may conclude that all of the aforementioned collision
processes play a considerable role in the formation of
statistical characteristics of thee motion of particles
(droplets or bubbles) and, consequently, influence the
flow characteristics of the carrier continuum. Hence,
the study of contact interaction in the context of the
two main problems in the study of two-phase f lows is
highly topical.

1.5. Presence of Phase and Chemical Transformations

We must separately point out the special role of
various phase transformations in f luid and gas dynam-
ics and the thermal physics of two-phase (multiphase)
flows. The main phase transformations are well-
known: (i) condensation, (ii) solidification, (iii) melt-
ing, (iv) vaporization (boiling), and (v) sublimation.

The presence of phase transformations often pro-
motes the transformation of an originally single-phase
flow to a two-phase one and vice versa (see Fig. 1) and
leads to the transition of a two-phase f low from one
type to the other. Let us provide some examples.

Bubbles are generated in originally single-phase
liquid during boiling, whereas the collapse (disappear-
ance) of bubbles occurs due to vapor condensation in
them and returns the system to the single-phase state.
HIGH TEMPERATURE  Vol. 58  No. 4  2020
The melting of particles in a gas f low leads to the
transition of a two-phase, gas–solid particle f low to a
gas–droplet f low. The subsequent crystallization
(solidification) of droplets may cause a return to the
original state.

The processes of water-vapor condensation on
droplets lead to variation in their size and inertia,
which may cause a qualitative restructuring of the
two-phase f low. The evaporation of moving droplets
from the surface also significantly affects the charac-
teristics of the motion of both the disperse phase and
the entire two-phase f low as a whole.

Combustion holds a special place among chemical
transformations. The combustion processes of fuel liq-
uid droplets and solid particles are of great importance
in various engineering applications. Some other exam-
ples of chemical reactions that lead to the transition of
a system from the single-phase state to the two-phase
one and vice versa are the following: (i) gas-bubble
emission in liquids due to a chemical reaction, (ii) the
deposition of solid particles in liquids in the form of
sediment, and (iii) the dissolution of solid particles in
liquids.

1.6. Multiplicity of Dimensionless Parameters
The complexity and multiplicity of physical phe-

nomena and processes occurring in two-phase f lows
lead to the appearance of a large number of additional
(compared to single-phase f lows) dimensionless
parameters (criteria) responsible for the presence and
intensity of a particular process. The main parameters
are (i) the Reynolds numbers of the particle, droplet,
and bubble ( , , and ), which is constructed
from the diameter of the disperse phase and the veloc-
ity difference (dynamic sliding) between the phases,
(ii) the Stokes numbers in the averaged, large-scale
pulsation, and small-scale f luctuation motions ( ,

, and ), (iii) the collisional Stokes numbers
(  and ), which characterize the inertia of the
disperse phase with respect to interparticle collisions
and collisions with the channel wall, (iv) the Weber
number We, and many others.

Note that, when we consider non-isothermal two-
phase f lows, we need to introduce the corresponding
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dimensionless parameters characterizing the tempera-
ture difference (the thermal sliding) between the
phases and the thermal inertia of the disperse phase
with respect to the corresponding characteristic time
scales of temperature variation of the carrier medium.

2. MODERN METHODS FOR THE MODELING 
OF TWO-PHASE FLOWS

When the motion of a disperse admixture formed
by solid particles (droplets or bubbles) and its inverse
effect on the characteristics of the carrier continuum
(gas or liquid) are studied, the methods of mathemat-
ical modeling are of crucial importance. The multiple
flow regimes of two-phase media, a classification of
which was attempted in work [4], led to the creation of
a huge number of mathematical models of such flows.

The whole range of mathematical models devel-
oped to date can be conventionally divided into two
large classes (types). The models of the first class
(Eulerian–Lagrangian, trajectory, and stochastic
models) consist of the solution of the equations of
motion of the carrier phase in the usual Eulerian for-
mulation, whereas the motion of particles (droplets or
bubbles) is described by the Lagrange equations inte-
grated along their trajectories. The models of the sec-
ond class (Eulerian–Eulerian, continuum, and two-
liquid models) describe the motion of the carrier phase
and the motion of multiple disperse inclusions based
on the Eulerian continual representation.

We briefly consider the advantages and limitations
of the Eulerian–Lagrangian and Eulerian–Eulerian
models to describe the f low motion of continua with
solid particles, droplets, and bubbles [5].

The great advantage of Eulerian–Lagrangian (tra-
jectory or stochastic) models is that they give detailed
statistical information on the motion of individual
particles (droplets or bubbles) as a result of the integra-
tion of the equations of motion (of the heat transfer) of
the disperse phase in the known (preliminary com-
puted) field of averaged velocities (temperatures) of
the carrier phase. To account for the random (pulsa-
tion) motion of disperse inclusions caused by their
interaction with turbulent vortices of the carrier gas,
the stochastic equations of the Langevin type along
the trajectories of individual particles (droplets) must
be integrated with subsequent averaging of solutions
over the ensemble of initial data. This leads to a con-
siderable increase in the computational cost, because
a sufficiently representative ensemble of realizations is
required to obtain statistically reliable information. As
the size of the disperse inclusions decreases, the use of
trajectory methods to calculate their motion also
becomes more difficult, because the interaction
between the particles (droplets or bubbles) and the tur-
bulent vortices of the carrier phase of smaller dimen-
sions must be taken into account in order to obtain
correct information on the average characteristics of
the disperse phase. This circumstance strongly com-
plicates the computation process.

The trajectory of the Lagrangian description of
motion and heat transfer of the disperse phase in the
turbulent f low based on the solution to the equation
for only averaged values (without allowance for its
interaction with random fields of gas velocity and tem-
perature f luctuation) is correct in the case of inertial
particles. Such particles (droplets) are not involved in
the f luctuation motion of the carrier phase, because
their relaxation time is much longer than the integral
scale of turbulence. This description is justified when
the f low is realized with large particles or droplets.

It is worth noting that, as the concentration of
disperse phase increases, difficulties arise with the use
the Eulerian–Lagrangian models. We may distinguish
the two circumstances. First, an increase in the con-
centration leads to the inverse effect of the disperse
inclusions on the parameters of the carrier phase, and
the calculations must be carried out in several iterations,
which makes the computational procedure more com-
plex. Second, as the concentration increases, the proba-
bility of collisions of particles (droplets) with each
other also increases, which implies complexity of their
trajectories.

The great advantage of Eulerian–Eulerian (contin-
ual or two-liquid) models is the use of equations of the
same type to describe the motion of continuum and
disperse phases within the mechanics of interpenetrat-
ing media [5]. This enables the use of extensive expe-
rience in the modeling of single-phase turbulent f lows
and the application of identical numerical methods for
the solution of the entire system of equations. The
description of the motion of extremely low-inertia
particles causes no principal difficulties. As the mass
of a particle (droplet) tends to zero, the limit transition
to the problem of turbulent diffusion of passive (iner-
tia-less) admixture appears. Note that allowance for
the collisions between particles (droplets) within two-
liquid models does not lead to such significant growth
in the computational cost as it does with the trajectory
modeling.

The disadvantages of Eulerian–Eulerian models
are some loss of information about the motion of indi-
vidual particles (droplets or bubbles); the need for a
correct description of the interchange of mass,
momentum, and heat; and difficulties in imposing the
boundary conditions for the disperse phase at the sur-
faces bounding the f low [5].

An attempt to unify the advantages of the Lagrang-
ian and Eulerian approaches to describe the disperse
phase was carried out, e.g., [6], in which the hybrid
Lagrangian–Eulerian method was developed.

As the concentration and inertia of the disperse
phase increase, the choice between the two models of
two-phase f lows becomes a hard question. The gen-
eral tendency is as follows: as the concentration of the
admixture increases and its inertia decreases, the
HIGH TEMPERATURE  Vol. 58  No. 4  2020
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application of the continual Eulerian approach for the
description of the dynamics of the disperse phase
appears to be beneficial.

2.1. Description of the Motion of Disperse Phase: 
Lagrangian and Eulerian Approaches

The motion of an individual spherical particle
(droplet or bubble) in an arbitrary liquid (gas) medium
is described by the equation [7]

(1)

where  is the time,  is the velocity of the particle
(droplet or bubble),  is the velocity of the carrier gas
(liquid) f low,  and  are the densities of the carrier
gas (liquid) and particle,  is the particle (droplet or
bubble) diameter, and  is the gravitational accelera-
tion.

The terms on the right side of Eq. (1) describe the
aerodynamic drag force, the gravitational force (the
buoyant force), the effect of attached mass, and the lift
due to speed shear of the carrier gas (liquid). Note that
the force of the attached mass is written for the case of
particle motion in a nonviscous liquid, which is used
in most theoretical works on the modeling of particle
(droplet or bubble) motion in turbulent f lows. The
coefficients (the correction functions)  and  in
the drag force and lift may depend on the Reynolds
number of the f low around a particle (droplet or bub-
ble), the speed shear, and other parameters.

Since the velocity of the liquid  and its accelera-
tion  in the turbulent f low are random vari-
ables, Eq. (1) is a stochastic equation of the Langevin
type. In work [8] the probability density function
(PDF) is introduced for the particle distribution in a
turbulent f low in order to transition from a dynamic
stochastic description of the motion of individual par-
ticles (droplets or bubbles) to a continual simulation of
an ensemble of particles (droplets or bubbles). After
that, from the kinetic equation for the PDF, we can
derive the system of equations necessary to model the
motion of the disperse phase (of particles, droplets, or
bubbles) in the continual Eulerian representation.

It is worth noting that the statistical approach based
on the distribution functions in the phase space is a
reliable tool for the construction of the theoretical
models in different areas of physics. Examples can
include the Boltzmann equation and the Bogoly-
ubov–Born–Green–Kirkwood chain of equations in
the molecular-kinetic theory of gases and liquids, the
Fokker–Planck equation for describing the motion of
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Brownian particles, the Vlasov kinetic equation in the
plasma physics, the Smolukhovskii–Müller equation
in the coagulation theory, etc. The statistical approach
was first used to describe the pseudo-turbulent f low of
a disperse media in paper [9].

2.2. Methods of Direct Numerical Simulation
(DNS and LES)

The method of direct numerical simulation (DNS)
refers to the solution of the nonstationary Navier–
Stokes equations for instantaneous quantities without
the introduction of auxiliary closing relations or equa-
tions, i.e., without simulation of the turbulence. Using
the DNS method for the carrier continuum, together
with the Lagrangian stochastic approach for the
disperse phase, we can obtain the most detailed infor-
mation about the structure of the turbulent two-phase
flow. With DNS, we describe the entire spectrum of
turbulent vortices, including small-scale ones respon-
sible for the dissipation of the turbulence energy. A
well-known limitation of this method is its inappropri-
ateness for moderate and large Reynolds numbers,
because DNS then requires a long computational
time, even if we use the fastest computers.

A variety of this approach is large eddy simulation
(LES). In the realization of this method, only large
energy-carrying vortices with a spatial scale larger than
the mesh-element size are directly simulated [10],
whereas the small-scale (subgrid-scale) modes appear
to be outside the solvability limits and are described in
a semiempirical manner. Thus, an attempt is made to
avoid the aforementioned disadvantage and to expand
the scope of the method. Note that LES is applicable
for the modeling of the behavior of particles (droplets)
with a relaxation time that is much longer than the
temporal microscale of turbulence [11]. This limita-
tion follows from the requirement that the contribu-
tion of the subgrid-scale f luctuations (small-scale tur-
bulence) to the statistics of the disperse phase must be
small to negligible.

In the vast majority of earlier studies on two-phase
flows with particles (droplets), these two methods
were used to model the motion of individual particles.
To this end, the trajectories of a large ensemble of par-
ticles (droplets) added to the turbulent f low were cal-
culated, and the obtained spatial characteristics of the
particles motion were subsequently averaged. In later
studies DNS was successfully used to calculate dilute
flows with an inverse influence of the particles on the
flow characteristics of the carrier phase.

2.3. Methods for the Simulation of Flows 
with Moving Boundaries

To date, many methods for the calculation of liquid
flows with moving boundaries have been developed.
The classification of the algorithms of contact-bound-
ary resolution based on the used mesh type has
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Fig. 2. Schematic representation of a contact boundary with
the continuous-marker function in the VOF method [16]. 
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become the most widely used. According to this clas-
sification, the algorithms are classified into Lagrang-
ian methods, Eulerian methods, and mesh-free meth-
ods. In Lagrangian algorithms the calculation nodes
and cells move together with the continuum, whereas
the nodes and cells in Eulerian algorithms are at rest
and the continuum moves through the Eulerian mesh.
In mesh-free methods, either the mesh calculation is
not used at all or the mesh is used only to prepare the
data for the calculation and analysis of the results.

The Lagrangian method for an incompressible
flow [12] is a Lagrangian method, which makes it pos-
sible to calculate transient f lows of an incompressible
liquid with weak deformation of moving boundaries.
Another Lagrangian method is the arbitrary Lagrang-
ian–Eulerian method [13], which is a hybrid Eule-
rian–Lagrangian method. There are three types of
Eulerian methods to track the contact boundary:
point-tracking methods, interface-tracking methods,
and interface-capture methods.

In interface-capture methods, including the
method of large particles [14] and the volume-of-fluid
(VOF) method [15], the interface is identified from
the values of the special-marker functions, which are
preserved along the Lagrangian trajectories and are
governed by the Eulerian transport equation.

Lastly, we note that the VOF method is extremely
widespread today (e.g., [16]). In this method the vol-
ume fraction of the liquid in the cell of the mesh cal-
culation  is used as a marker function: the cell is filled
with liquid at  and is empty at . The inter-
phase boundary corresponds to the isosurface 
(Fig. 2).

2.4. Methods of Physical Simulation
In the mechanics of single-phase and two-phase

flows, there are several different methods of f low diag-
nostics, from single-point contact methods to a wide
class of contactless methods. The class of contactless

α
1α = 0α =

0.5α =
methods, which primarily includes optical methods,
is, in turn, divided into single-point methods (e.g.,
laser Doppler anemometry (LDA)) and various mod-
ifications of field methods, in particular, those based
on visualization of the stroboscopic tracer f low.

The stroboscopic tracer f low visualization is based
on the registration of the shift of tracer images, i.e., the
particles entering the f low, under their two-fold or
multiple pulse illumination and on the subsequent cal-
culation of the instantaneous velocity field in the illu-
minated region. The history of development of the
experimental methods based on this principle goes
back several decades. In particular, the stroboscopic
visualization method was developed in 1960–1970s at
the Institute of Thermophysics of the Siberian Branch
of the Russian Academy of Sciences for high-precision
measurement in the boundary layer and for the diag-
nostics of the velocity field in thin liquid films [17].
The use of standard stroboscopes and photo- or cine-
film were proposed as light sources and registration
carriers, respectively, in the first realizations of the
measurement systems. The applied, manual data pro-
cessing with the use of measuring microscopes was
extremely laborious and did not make it possible to
obtain the amount and quality of information neces-
sary to solve the physical problems.

The development of electronics and digital and
computational techniques in the last two decades have
led to significant progress in image registration and
processing: today, powerful pulse lasers are used as
light sources, digital cameras with high resolution are
used as registration devices, and the instantaneous
velocity fields are calculated with modern correlation
algorithms.

Although the basics of the described diagnostic
method were most intensely developed in the Soviet
Union, the first commercial designs of the particle-
image velocimetry (PIV, the internationally accepted
name of such measurement systems) appeared abroad
in the late 1980s for well-known reasons. R.J. Adrian
laid the foundation for the development of PIV sys-
tems (e.g., [18]). For the most detailed description of
the PIV method, see the monograph in [19].

The capabilities of various modifications of the
PIV method (Stereo PIV, Tomo PIV [20, 21]) for the
study of the fine structure of single-phase and two-
phase f lows were reliably demonstrated in a number of
studies [22–26] carried out by researchers of the Insti-
tute of Thermophysics of the Siberian Branch of the
Russian Academy of Sciences.

Detailed studies of the characteristics of the
motion of the disperse phase (solid particles) in a tur-
bulent air f low in a tube and their inverse influence on
the parameters of the carrier phase were conducted
with the LDA at the Joint Institute for High Tempera-
tures of the Russian Academy of Sciences [27–33].

Among the many other methods and means of the
diagnostics of two-phase f lows, we must note the
HIGH TEMPERATURE  Vol. 58  No. 4  2020
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Fig. 3. Sample of a carbon–carbon composite before and
after tests in a supersonic f low [38].
shadowgraph method, which is widely used for the
visualization and subsequent measurement of the sizes
and concentration of bubbles (droplets or particles),
and planar laser-induced fluorescence (PLIF) is used
to measure the temperature fields [34, 35].

3. TWO-PHASE FLOWS WITH PARTICLES
This section describes some results of the research

on (i) the heat shield of high-speed aircrafts subject to
the action of dust-laden flows, (ii) numerical simula-
tion of the gas-dynamic interaction of an individual
high-inertia particle with the shock layer of a stream-
lined body, (iii) the electrostatic charging of particles,
which are the combustion products of the hydrocar-
bon fuel or are generated due to erosive destruction of
the path structure of reaction engines, (iv) the com-
bustion and propagation of detonation waves in multi-
phase f lows, (v) the problems of the elimination of
human-made airborne fine particles by acoustic
waves, and others.

The destruction of the heat shield in the f light of
hypersonic aircrafts (HA) in dense layers of the atmo-
sphere (including the dust-laden layer) is determined
by a complex of extreme thermal-gas-dynamic and
heat factors acting on the heat shield [36–40]. As a
result of such action, several internal processes
develop in the volume of the heat shield; they appear
as a reaction to these influencing factors. Intensive
erosive destruction of the surface layer of the heat
shield is a restrictive circumstance for further HA
development (Fig. 3). When the heat shield is
destructed, the particles are transferred from the HA
surface, which complicates the simulation processes.

The results of an experimental study of the destruc-
tion of carbon heat shield materials (polygraphites and
carbon composites) with allowance for their surface
roughness when streamlined by a supersonic high-
temperature air f low were described in [41]. The pecu-
liarities of the gas dynamics on the rough surface of
carbon–carbon composites were analyzed (the loss in
the stability of the laminar f low and the generation of
vortex zones). It was shown that the generation of
bulges and depressions on the surface of carbon heat-
shield materials as a result of aerodynamic heating sig-
nificantly changes the structure of the boundary layer.

Among the works of recent years on the improve-
ment of heat-protection materials, there are a number
that should be noted [42–46]. Analysis and general-
ization of the results of theoretical and experimental
studies of the behavior of a heat shield made from
resin-like materials (highly filled elastomers) contain-
ing powder and fiber admixtures were performed in
[42]. The peculiarities of the destruction of resin-like
heat-protection materials under the layer of con-
densed phase were studied in [43]. A method to refine
the depth of thermal destruction of a heat-protection
coating with allowance for additional carbonization
and thermal expansion of the residual coating thick-
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ness was proposed in this paper. The resistance of sili-
con-carbide materials to high-speed flow conditions
was studied in [44, 45]. The three-dimensional prob-
lem of the coupled heat and mass exchange at the
motion of a spherically blunted cone along a pre-
scribed trajectory under different angles of attack was
solved in [46]. The selection of the type of heat-pro-
tection materials, including high heat-conducting car-
bon materials, traditional carbon plastic coatings, and
prospective, indestructible ceramic materials that
allow conservation of the original geometry of the
body, was analyzed.

In addition to the direct (shock) action of particles
on the streamlined surface, effects related to the influ-
ence of particles on the f low in the shock layer and on
the intensity of heat transfer appear to be significant in
many cases. Among these effects, the radiation heat
transfer between the disperse phase and the stream-
lined surface is of note. In [47, 48] it was established
that this effect is mostly pronounced when the parti-
cles in the f low block their own heat radiation of the
heated surface, which may lead to a considerable
increase in the wall temperature.

The ability to intensify the heat transfer between
the two-phase f low and the streamlined body is an
important factor. We point out that the mechanisms of
this action and its value depend to a great extent on
particle size. The intense braking and heating in the
shock layer are characteristic of fine (low-inertia) par-
ticles. Upon their deposition on a surface at low veloc-
ities, the appearance of particles leads to an increase in
the convective component of the heat f lux. For mod-
erately sized particles, the shock component of the
heat f lux plays a crucial role due to the transfer of
kinetic energy upon inelastic collisions with the sur-
face. The hardest questions arise due to the intensifi-
cation of the heat transfer with f lows around bodies by
two-phase f lows with large particles, which hardly
decelerate in the shock layer. The results of numerical
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Fig. 4. Schlieren patterns of f low at different time instances [49]: (a) τ = 2.88 × 10−4 s, (b) 7.54 × 10−4 s, (c) 8.68 × 10−4 s, and
(d) 1.1 × 10–3 s.

(a) (b) (c) (d)
modeling of the gas-dynamic interaction of an indi-
vidual high-inertia particle with the shock wave are
presented in [49, 50]. The evolution of the shock-wave
and vorticity f lows arising upon the transition of the
particle ref lected from the streamlined surface
through the leading shock wave (Fig. 4) were analyzed
in detail. It was revealed that the toroidal vortex, the
flow around which causes detachment of the near-
axial incident f low, plays an important role in the for-
mation of the wave structure, which creates the condi-
tions for intensification of the convective heat transfer.

In another important problem, the beginning of
the destruction of the gas-dynamic path of the rocket
engine is preceded by the appearance of combustion
products in the form of multiple microparticles in the
gas f low [51]. It was established that they possess an
electric charge, generate an electric field, and can be
registered. The currently available results laid the
foundation for the contactless, electrostatic diagnos-
tics of engines. However, the performed studies were
limited by low temperatures of the gas f low (~1200 K).
The use of the available data for high temperatures in
the combustion chamber (2500–3500 K) may be
incorrect, because the thermionic emission from the
surface of condensed particles, which are combustion
products of hydrocarbon fuel or are generated due to
erosive destruction of the structural elements of the
flow path, were disregarded. In [52] a mathematical
model was constructed, and the electric and physical
characteristics of combustion products in the path of
the liquid-propellant rocket engine were calculated
with allowance for the electric charge, and solid metal
particles formed as a result of the burning of the engine
structural elements. The trajectories of the metal par-
ticles, together with the velocities, temperatures, and
total electric charge collected by particles due to their
interaction with electrons in the combustion products,
were obtained. In particular, it was established that
metal particles with diameters of  µm

gain an electric charge of  K in a high-
enthalpy f low.

The study of features of the motion of disperse
phase (droplets, particles, fragments) in tornado-like

20 100pd = −
1410pq −≈
vortices is of great interest for several reasons. First,
the presence of disperse phase visualizes the atmo-
spheric vortices [53–57]. Second, the measurement of
the velocity of airborne disperse inclusions makes it
possible to obtain the necessary information about the
dynamics (velocity fields) of the air vortex [58]. Third,
the hidden heat of phase transformations (primarily,
condensation and evaporation) upon the generation
(and disappearance) of droplets has a significant effect
on the generation, dynamics, and stability of tornado-
like vortices [59]. Fourth, the disperse phase may con-
siderably influence the characteristics of the atmo-
spheric vortex and its behavior (until its dissociation)
[60–63]. Fifth, the presence of fragments and other
disperse inclusions may make a large contribution to
the negative consequences (damage and casualties) of
the tornado.

The problems of the generation and propagation of
combustion and detonation waves in multiphase
media [64–67] consisting of fuel and gaseous oxidizer
particles are of great interest to researchers (see also
Sect. 4). Of special interest are problems of the com-
bustion and detonation of air mixtures with hydrocar-
bons [68, 69] and metal particles (aluminum, magne-
sium, and boron). The processes of the combustion of
hydrocarbons and metalized fuels have both many
common laws and a series of principal differences
[70]. The combustion of droplets of hydrocarbon fuel
occurs in the gas phase, because it is the evaporation
products that are burning. Here, the temperature of
the droplets themselves is considerably lower than the
temperature of the combustion products. The com-
bustion of metallic particles is accompanied by surface
and gas-phase chemical reactions and the generation
of condensed products on the particle surface and in
the combustion products. In addition, the tempera-
ture of particles can exceed the temperature of sur-
rounding gases.

A physico-mathematical model that allows the
description of the processes of the self-combustion,
combustion, and denotation of combustible metal-gas
mixtures (suspensions of aluminum, magnesium, and
boron) was developed in [71]. The disperse particles
were assumed to be multicomponent, and the pro-
HIGH TEMPERATURE  Vol. 58  No. 4  2020
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Fig. 5. Decrement of decay over the frequency of dimen-
sionless excitation with (1) and without (2) allowance for
the heat transfer [76].
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cesses of the heating, melting, and evaporation of the
particle material were taken into account, along with
the surface reactions, in which both liquid and gas
components take part. The influence of the mass f low
rate of metal particles on the minimum velocity of the
stationary detonation was studied. It was established
that the parameters of the stationary detonation wave
asymptotically tend to the equilibrium values: to a
point on the equilibrium detonation adiabatic curve.

The problem of the elimination of human-made
airborne fine particles is topical. Such particles are
formed upon the combustion or fragmentation of solid
bodies and the processing of various raw materials and
metals and in processes of acid and caustic etching
[72–74]. Modern cleaning devices cannot collect
micron-sized disperse particles. The action of the
acoustic wave in bounded volumes near the resonance
frequencies promotes not only the intensification of
particle sedimentation on walls but also their enlarge-
ment due to collisions between each other [75–77].

The characteristics of the reflection and refraction
of an acoustic wave passing through the boundary of
two multifractional gas suspensions at a right angle
were studied in [75]. The dependences of the absolute
values of the reflection and refraction coefficients on
the frequency  (  is the frequency of excitation,
and  is the dynamic relaxation time of particles) were
obtained for different particle mass concentrations. It
was shown that, if the same gas is used as a carrier
medium, then there is a monotonic dependence of
these coefficients on the particle mass concentration
in two cases: (i) when an acoustic wave is incident on
the interface between a pure gas and a multifractional
gas suspension and (ii) when an acoustic wave is inci-
dent on the interface between a monodisperse mixture
of gas and solid particles and a multifractional gas sus-
pension. If gases with different thermophysical prop-
erties are used as carrier media, then the monotonic
character of the reflection and refraction coefficients
on the mass concentration is lost.

The propagation of sound in a multifractional gas
suspension with polydisperse inclusions was studied in
[76]. Sand particles (  µm), aluminum
particles ( µm), and water droplets
(  µm) were considered fractions. The
mass concentration of all three fractions was the same
( ). It was revealed that the presence of three
fractions with different inclusion sizes lead to three
characteristic inflections that depend on the relative
speed of sound on the dimensionless excitation fre-
quency. The three identified local maxima depend on
the decay decrement in the wavelength  on the
dimensionless frequency (Fig. 5) and are related to the
difference radii and thermophysical properties of
inclusions of different fractions.

The propagation of planar, spherical, and cylindri-
cal waves in multifractional gas mixtures with

pωτ ω
pτ

50 100pd = −
5 10pd = −

500 1000dd = −

0.3M =

σ
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polydisperse inclusions was studied in [77]. A closed
system of equations for these mixtures was con-
structed, and the unified disperse relation was derived.
The presence of different thermophysical properties,
inclusion size, and inclusion-size distributions were
taken into account in the calculations. The evolutions
of the pulse-pressure perturbation in the considered
mixtures were calculated. It was shown that account-
ing for the presence of fractions in the mixture and for
the heat transfer leads to stronger wave decay.

Many technological processes in the chemical,
petrochemical, food, and other industries require a
high degree of purification of highly viscous media in
order to obtain a quality product, to reduce equipment
wear, and to prevent incidents. Devices with dual
actions are used to separate such media. They com-
bine filtering, which provides the required degree of
purification, and cleaning in the force fields, which
reduces energy consumption and increases the service
life of equipment. The dependence of the separation
efficiency of solid particles and the stability of the spi-
ral motion of a viscous liquid in a converging channel
with an internal, rotating, permeable, cylindrical par-
tition were numerically studied in [78]. Analysis of the
results showed that vortices can arise in the converging
flow and can negatively affect particle separation.

Metallic disperse powders are widely used in prac-
tice. One commonly used method to obtain metallic
powders is based on the evaporation of a metal or alloy
with subsequent condensation and solidification [79].
There are a significant number of works on the con-
densation of metallic nanoparticles. Experimental
data on the functions of the nanoparticle-size distri-
bution showed that they differ from the classical ideas
of atom attachment to the cluster [80] and that coagu-
lation is observed also on some stages of condensation
due to the collisions of small particles [81]. For an
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accurate model of the coagulation, it is necessary to
determine the collision frequency between the clus-
ters. This requires knowledge of the velocities, con-
centrations, and values of interaction [82].

A molecular-dynamic (MD) study of the depen-
dence of the radii of small metallic clusters in the pro-
cess of copper gas-phase condensation on the number
of atoms in them was performed in [83]. The fre-
quency of collisions between clusters was determined
with formulas of molecular-kinetic theory. It was
established that the dependence of cluster radii on the
particle number has a form close to the classical one
( ); however, the mean cluster radius appears to
be approximately 40% larger than the radii for a cluster
that is considered to be a droplet of massive liquid.

The results of an MD simulation of the condensa-
tion of metallic vapors (Cu or Ti) in an inert gas
medium, argon (Ar), were statistically analyzed in
[84]. Condensation occurs with the generation of
small particles consisting of metallic atoms. The inter-
nal energy was used as a key characteristic that allows
the prediction of the cluster life span, from its genera-
tion to dissociation (i.e., the ability of a cluster to
grow). The internal energy includes the kinetic energy
of atoms in the system of the cluster center of mass and
their potential energy. It was shown that, in addition to
the traditional evolution of clusters in the size space,
the evolution of clusters in the energy space must also
be considered.

4. TWO-PHASE FLOWS WITH DROPLETS
This section describes some results of research on

(i) the efficiency of water injection into gas-turbine
power units, (ii) the dynamics of liquid fragments
(droplets, films, and streamlets) moving over a rigid
body, (iii) the separation of gas–droplet f lows, (iv) the
effect of water injection on the structure of a detona-
tion wave, (v) the acoustic coagulation of aerosols,
(vi) the generation of liquid particles upon metal ablation,
(vi) the surface tension of vapor–liquid interfaces, and
(vii) the ability to separate stable water–oil emulsions.

The organization of efficient water injection into
gas-turbine power units, which work according to dif-
ferent steam–gas cycles, requires the study of the
combined action of various mechanisms on the
motion of droplets and their sedimentation on the
path elements. Wet compression refers to a reduction
in the temperature of the compressed air as a result of
the evaporation of water droplets injected into the air
f low. Because the specific rate of evaporation (per unit
volume) of the disperse phase is in inverse proportion
to the square of the droplet size, the efficiency of the
wet compression becomes maximal in the case of a
highly dispersed injection of the overheated water.

Note that the process of droplet sedimentation has
a crucial effect on blade erosion, which occurs with
the long (up to 20000 h) operation of a gas-turbine

1 3~cr n
power unit with water injection and leads to a reduc-
tion in the operation characteristics.

The results of experimental studies of the charac-
teristics of a gas–droplet jet spray and disperse-phase
sedimentation on the surface of the streamlined pro-
files were described in [85–87]. The angle of attack of
blade profiles, the degree of water overheating before
the jet nozzle (which determines the size of the
obtained droplets), and the droplet concentration
were varied in the experiments. A correct accounting
for the two main mechanisms of sedimentation (iner-
tial and turbophoretic ones) based on well-known
techniques made it possible to obtain satisfactory
agreement with the experimental data for the rate of
droplet sedimentation and the thicknesses of the water
films generated on surfaces streamlined by the two-
phase f low.

The original studies of pulse sprays were performed
in [88, 89]. It was convincingly demonstrated that a
significant improvement in cooling efficiency is possi-
ble when the pulse spraying is organized, which opens
great prospects for its use in several practical applica-
tions.

The dynamics of liquid fragments (droplets, film,
or streamlets) moving over a rigid body has been stud-
ied in recent decades with respect to problems of
power engineering, the food and chemical industries,
and flight safety [90–92]. The case of droplets occur-
ring on a vertical or inclined planes in a motionless gas
has been sufficiently studied. However, at high speeds
(typical of aviation), the study of droplet dynamics is
complicated due to the presence of a boundary layer,
the thickness of which is comparable with the droplet
size and varies along the f low. Note that this boundary
layer is rich in three-dimensional and nonstationary
structures. The study of the hydrothermodynamics of
a droplet with allowance for its cooling to the freezing
temperature or below is necessary in order to predict
correctly the region of the appearance of barrier ice,
which poses a serious threat for aircraft [93].

Experiments were performed in [94] on the exam-
ple of a model profile of a rectangular wing. The lim-
iting hysteresis of the contact angle with respect to the
surface properties was measured by the inclined-plane
method. A physico-mathematical model of the drop-
let dynamics on a f lat surface in a gas f low was also
developed. The forces attracting the droplet, along
with the adhesion force and the dissipative force of
internal friction, were taken into account in the equa-
tion of droplet motion. The f low velocity at the begin-
ning of droplet motion was determined. Important
dependences of the droplet velocity on its characteris-
tic size and air velocity were revealed. The experimen-
tal-theoretical algorithm developed in the work can be
used to conduct experiments on a considerably wider
range of governing parameters (the droplet size, the
surface tension coefficient of the liquid, the gas f low
velocity, and the limiting contact angle).
HIGH TEMPERATURE  Vol. 58  No. 4  2020
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Fig. 6. Effect of the introduction of evaporating droplets
on the maximum value of the Nusselt number in a swirled,
two-phase f low at a swirling parameter of  [98]:
(1) single-phase f low; the initial mass concentration of
droplets: (2) 0.02, (3) 0.05, (4) 0.1. 
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Single-phase swirled (vortex) f lows are character-
ized by large local gradients of averaged and pulsation
velocities, which are determined by complex hydrody-
namic phenomena due to the action of the centripetal
force, the radial pressure gradient, and the Coriolis
force [95–97]. Vortex two-phase f lows under the con-
ditions of an abrupt pipe of channel divergence are
widely used to stabilize the combustion process in
industrial combustion setups and separators. The
formed recirculation f low, which is caused by an
abrupt divergence or constrained swirling, has a deci-
sive effect on the intensity of heat-transfer processes
and the propagation of disperse phase.

Numerical simulation of the swirl parameter on the
heat transfer in a gas–droplet f low behind an abrupt
pipe divergence was carried out in [98] on the basis of
a Eulerian approach with a system of 3D RANS equa-
tions. It was shown that, without swirling, there is a
rapid dispersion of droplets over the pipe cross-section
behind the abrupt pipe divergence. In the case of
swirling, an increase in the concentration of small par-
ticles was observed on the axis of the pipe due to their
collection in the zone of inverse currents due to the
turbophoretic force. It was found that large particles
are positioned in the near-wall region of the channel
due to the centripetal forces. The calculations
showed that a significant (two-fold) reduction in the
length of the separated-f low region occurs in the
swirled f low. The appearance of particles in the f low
led to a considerable increase in heat emission (by
more than 2.5 times) in comparison with the single-
phase swirled f low (Fig. 6).

The problems of the generation and propagation of
combustion and detonation waves in multiphase
media attract strong interest from researchers (see also
Sect. 3). Of special topicality is the suppression of the
detonation and deflagration with the water droplets
sprayed in the zone of the propagation of detonation
waves in inflammable gas mixtures. The main results
of the study of the combustion and detonation of gas
and gas–droplet mixtures were given in well-known
monographs [99–102].

The effect of water spraying on the detonation-
wave structure was numerically studied, and the con-
ditions of the existence of the Chapman–Jouguet det-
onation regime in an inflammable gas–droplet mix-
ture were studied in [103]. The effect of water spraying
on the structure and minimal propagation speed of a
stationary detonation wave was determined. The val-
ues of the mass concentration and initial diameter of
the water droplets that lead to the decay of detonation
in an inflammable hydrogen–air mixture were found.

The nonlinear effects that appear with acoustic
oscillations in inhomogeneous media attract great
attention due to their prospects for practical applica-
tion. Of special interest is acoustic coagulation, which
may be used in the sedimentation of aerosols in indus-
trial wastes (e.g., water vapor in wet cooling towers and
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other liquids in thermal engineering facilities) or in the
purification of liquids in the food and chemical indus-
tries. The study of the propagation of acoustic waves in
aerosols is complicated due to the need to take into
account the multiphase and polydisperse character of
the aerosols and the transient and nonequilibrium
character of the processes of interphase interaction
[104–107].

The aerosol dynamics was experimentally studied
in [104] in an open pipe under the action of acoustic
waves of different intensities near the first eigenfre-
quency in transient mode (where shock waves are not
generated). It was found that the shape of the aerosol
pressure-wave distributions in time becomes some-
what different from the harmonic shape only with res-
onance. The time of aerosol clearing was determined
for various frequencies and amplitudes of piston dis-
placement. The minimal time of aerosol clearing was
revealed at the first eigenfrequency. It was concluded
that the aerosol clearing in transient mode is 1.5 times
faster than the clearing in shock-free wave mode at
identical amplitudes of piston displacement.

In [105] a closed system of linear differential equa-
tions of motion was constructed for a multifractional
mixture of gas, liquid droplets, and solid particles of
different sizes and thermophysical properties. The dis-
persion relation governing the propagation of small-
amplitude perturbations of various geometry (planar,
spherical, and cylindrical) was obtained. The low- and
high-frequency asymptotics of the linear coefficient of
decay, along with the equilibrium and frozen speed of
sound, were determined. The effect of the disperse
phase parameters on the dissipation and dispersion of
sonic waves was analyzed. An important conclusion
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was drawn about the substantial impact of contami-
nants (solid particles) on the dynamics of weak waves
in vapor–gas–droplet mixtures.

The effect of disperse-phase fragmentation on the
development of the shock wave propagating from the
pure gas into the aerosol was studied in [106].

A numerical model of the hydro- and thermody-
namics of a polydisperse vapor–droplet mixture in a
coaxial cylindrical channel was constructed in [107];
this model takes into account the processes of droplet
evaporation, coagulation, and fragmentation and the
condensation of vapor with the presence of speed and
temperature phase slips. Interesting conclusions were
made: (i) the large concentration of the donor fraction
that is generated upon vapor condensation leads to
intensification of the coagulation process and to rapid
droplet growth for all fractions that are nonequilib-
rium in their velocity; (ii) the further growth of drop-
lets of different fractions implies the appearance of
flow regimes with the achievement of the critical
Weber number and replacement of the coagulation
process with the process of their fragmentation; (iii) as
a result of competition between coagulation and frag-
mentation, there is a restructuring near the critical
Weber number from a polydisperse, multispeed mix-
ture to a two-speed mixture with two predominant
droplet sizes. As an example, the f low of a vapor–
droplet mixture in a coaxial channel of the heat-
absorbing element of the heater-regasifier of a lique-
fied natural gas was calculated in [107].

The generation of liquid droplets occurs in the pro-
cesses of metal ablation. Under the action of femto-
second laser pulses with a moderate intensity of 1012–
1013 W/cm2 on metals, conduction electrons are iso-
chorically heated with the subsequent transfer of
energy to the lattice by the electron–phonon heat
transfer and its rapid melting (during 10–12–10–11 s).
The surface nanolayer is removed by powerful tension
stresses due to isochoric heating. Two ablation modes
are distinguished: spalling and fragmentation ablation.

The first mode of metal destruction is caused by
the cavitation process of the formation and growth of
the vapor phase in the melt in the expansion wave and
by the ablation of part of the melt in the form of a thin
spallation plate in the liquid phase. After solidification
of the melt, cell nanostructures are generated on the
surface of the metal.

Fragmentation ablation arises at higher intensities
and is associated with the explosive removal of a sub-
stance at the hydrodynamic expansion of a supercriti-
cal f luid in the form of a vapor–droplet mixture.

Studies of the femtosecond-laser ablation of tanta-
lum were performed in [108] with optical interference
microscopy. It was discovered that the depth of the
spallation crater is approximately three times larger
than the depth of the fragmentation crater. Studies of
the f lame structure revealed the ejection of the sub-
stance in the form of a condensed layer with spallation
ablation and in the form of a vapor–droplet mixture
with fragmentation ablation.

Similar studies on the ablation of a titanium target
with a single action of laser pulses with a duration of
40 fs were carried out in work [109]. The results of the
study of the morphology and nanorelief of crater sur-
faces demonstrate the spallation character of destruc-
tion of the metal surface layer in the condensed state.

A comparison of the thermomechanical ablation of
the metals gold and nickel, which are considerably dif-
ferent in their thermophysical properties, is presented
in [110]. The variation of the target ref lectivity with
respect to the energy density of the femtosecond laser
pulse was studied. The values of the ablation threshold
in the absorbed energy density were determined; they
were 0.14 and 0.11 J/cm2 for gold and nickel, respec-
tively.

The value of the surface tension of multicompo-
nent droplets is of great importance for many physico-
chemical processes. The studies in the domain of ther-
modynamics of microheterogeneous systems done in
the 1950s clearly showed the error in the equalization
of the properties of the new phase nucleus and the
macroscopic phase [111] and the need to transition to
kinetic methods to describe the formation of droplets
with different numbers of components [112].

A molecular theory based on the lattice gas model
was used in [113] to describe the surface tension of the
vapor–liquid interfaces of single- and two-component
simple liquids. The calculation of the mixture surface
tension was carried out in the quasi-chemical approx-
imation of the allowance for the intermolecular inter-
actions of the nearest neighbors. The model parame-
ters previously obtained from experimental data on the
volume surface tensions made it possible to calculate
the surface tensions of the vapor–liquid interfaces of
single- and two-component droplets of different sizes
as a function of their radii. The minimal size of ther-
modynamically stable small droplets with the proper-
ties of a homogeneous phase inside them was esti-
mated.

The separation of stable water–oil emulsions is one
of the most important problems of the oil industry.
Highly viscous oil forms strong shielding envelopes
around water droplets, and the destruction of such
systems is complicated. This characteristic leads to the
fact that the sedimentation and merging of water–oil
emulsions is difficult, even in the field of centripetal
forces. The action of the electromagnetic field is an
efficient means of heating of rheologically complex
fluids. The heating intensity and the destruction
dynamics of emulsions depend on the physical param-
eters of the system and the characteristics of the
applied field. The application of microwave fields to
separate stable water–oil emulsions is one of the most
promising technologies. The conducted experiments
showed both a positive effect [114–117] from the
impact of microwave radiation on water–oil emulsion
HIGH TEMPERATURE  Vol. 58  No. 4  2020
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Fig. 7. Temperature field in droplet and surrounding liquid with microwave heating at different time instances [120]: (a) 5 s,
(b) 15 s, (c) 25 s, and (d) 35 s.
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(merging of water globules and separation of emul-
sion) and the possible negative effects [118, 119]
(droplet breaking and the generation of a smaller,
finely dispersed phase).

The heating of an emulsion droplet of the water-in-
oil type via electromagnetic microwave radiation in
the gravity field was numerically simulated in [120]
with allowance for the temperature dependence of the
viscosity of liquid surrounding a droplet (Fig. 7). The
considered system of equations of heat convection in
the well-known Boussinesq approximation was solved
with the VOF method. It was revealed that droplet
heating occurs mostly near its surface due to appearing
convective structures, which is a factor that promotes
the local heating of the shielding envelope and the
generation of the finely dispersed phase. The entire
electromagnetic microwave action on an emulsion
droplet may be divided into three subsequent stages: the
static stage (Figs. 7a,  7b), the dynamic stage (Fig. 7c),
and the quasi-stationary stage (Fig. 7d). It was found
that there is an optimal range of microwave-field power
that leads to an intensive deposition of water droplets and
the destruction of the water–oil emulsion.

5. TWO-PHASE FLOWS WITH BUBBLES

This section describes some results of research on
(i) the characteristics of the boiling process for water
underheated below the saturation temperature, (ii) the
local heat transfer in the vicinity of the contact line under
vapor bubbles upon the boiling of liquids, (iii) the gener-
ation of a porous layer of nanoparticles upon the boil-
ing of a nanoliquid, (iv) the structure of the separation
of a turbulent bubbly f low and the f low in the bubble
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impact jet, (v) the characteristics of the reflection and
propagation of acoustic waves at the boundary of pure
and bubbly liquids, (vi) the detonation waves in the
bubbly media, (vii) the efficiency of the bubbly
method for water purification, etc.

The generation of bubbles in an originally one-
phase liquid occurs in the boiling process. The boiling
of a subcooled liquid is widely used in technological
processes associated with the removal of higher heat
fluxes, including extreme ones. Such surface boiling is
used in rocket-space technology, beam technology,
metallurgy, and pulse-magnetohydrodynamic facilities.
The realized heat-transfer coefficients for water can
reach hundreds of kW/(m2K) and can considerably
exceed the similar characteristics achieved with other
methods of heat transfer. The recorded density of heat
fluxes at the subcooled water is 276 MW/m2 [121].

It is worth noting that, at boiling of subcooled
water, we talk about the boiling of degasified (deaer-
ated) liquid. In the opposite case, release of a large
amount of gas dissolved in it and its collection in some
spatial regions at increasing temperature (at reduction
in water underheating) may lead to emergency situa-
tions [122] (Fig. 8).

One well-known method to intensify the boiling
process of a saturated liquid is surface modification
with micro- and nanostructures of various types [123].
This leads to an increase in the heat-exchange surface
and the number of active vaporization centers,
improved operational stability of the acting centers, a
change in bubble size and the frequency of bubble gen-
eration, and the stimulation of bubble evacuation from
the heating surface.
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Fig. 8. Video frames of water boiling in a large volume on
a capillary,  mm [122]: (a) degasified water,
(b) non-degasified water, and (c) water saturated with
carbon dioxide.

(a)

(b)

(c)

=d 1d
Experimental data on the boiling of subcooled
water under the constrained f low conditions on a sur-
face formed via microarc oxidation and the sedimen-
tation of Al2O3 nanoparticles from a boiling nanoliq-
uid are presented in [124]. A large underheating of the
boiling liquid and its deep deaeration fully deactivates
the acting vaporization centers after condensation
(collapse of a vapor bubble). Figure 9 shows the video
frames of the last stage of such a collapse. It is clearly
seen that this takes place not only above and from the
lateral surface; it also captures the region at the bottom
part of the bubble. After the bubble collapse, there is
no remaining vapor phase nor air bubble, which serve
as nuclei of the new vapor phase in the case of devel-
oped boiling of a saturated liquid, on the heating sur-
face. It was revealed that a large underheating of the
liquid (30–76°C) and a high wettability of the struc-
tured surface cause intensive deactivation and lead to a
chaotic distribution of vaporization centers in time.
Fig. 9. Collapse of a vapor bubble (lateral view) [124]. Time in
underheating value, 76°C. The water is still, and the surface is a
The characteristic size of vapor bubbles was approxi-
mately 200–250 µm, and the life time of the bubbles was
200–500 µs. The use of the coating generated with
microarc oxidation increased heat transfer by 20–30%.

The mode of bubbly liquid boiling is one of the
most efficient means of heat removal. High-speed
thermographic macro filming, which made it possible
to study the dynamics of the distribution of the heater
temperature field under separate vapor bubbles at a
high spatial resolution with the boiling of ethanol and
water, was first carried out In [125]. It was shown that
the density of the heat f lux removed from the surface
upon the evaporation of the microlayer can be signifi-
cantly larger (by 15–20 times) than the density of the
heat f lux averaged over the heat-release surface.

Objectively, the film boiling of a saturated (or
weakly subcooled) liquid is one of the simplest ways to
study the boiling modes. The temperature of the
heated surface in this mode exceeds the limit super-
heating temperature of the liquid, which excludes the
possibility of its direct contact with the wall. Hence,
the heat transfer is determined by the heat conduction
via the vapor film, which is responsible for its low
intensity.

The results of an experimental study of the heat-
exchange modes upon the water cooling of steel balls
with a technically smooth and modified surface (finely
dispersed carbon coating) heated to a high tempera-
ture was presented in [126]. It was discovered that the
mode of intense heat transfer with film boiling at sur-
face heat f luxes of 6 MW/m2 occurs upon the cooling
of both samples in subcooled water. The presence of a
carbon coating leads to intensification of the heat
transfer and a reduction in cooling time.

A model of the generation of a porous layer of
nanoparticles (nanolayer) on the heater surface during
the boiling of a nanoliquid was developed in [127].
One peculiar property of nanoliquids is their ability to
HIGH TEMPERATURE  Vol. 58  No. 4  2020

terval between frames, 100 µs; heat-flux density, 1.5 MW/m2;
n aluminum plate with Al2O3 coating.
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Fig. 10. Grains (nanoparticles) composing the surface
coating after boiling of the nanoliquid [127]. 

1 μm

200 nm
increase significantly (by two or more times) the value
of the critical heat f lux at negligible concentrations
(0.001–0.1 vol %). Figure 10 presents images of the
nanolayer surface obtained with a scanning electron
microscope after experiments on boiling with nanoliq-
uids based on water with ZrO2 particles with an aver-
age size of approximately 100 nm. Modification of the
heating surface in power-engineering equipment with
the generation of a porous layer on it is more advanta-
geous than the use of a nanoliquid as a heat-conduct-
ing substance. The study of nanolayer generation upon
boiling will make it possible to gain an understanding
of its properties and the effect on heat transfer upon
boiling, as well as the boiling crisis.

Bubbly f lows are widely used in chemical technol-
ogy, power engineering, and other areas of engineer-
ing. As a rule, they are turbulent and have a consider-
able interphase interaction between the liquid and
bubbles. They may become more complex with f low
separation at sharp edges, polydispersity, the fragmen-
tation and coalescence of bubbles, and interphase heat
transfer. It is well known [128, 129] that the recircula-
tion f low generated upon flow separation at a sharp
edge to a large extent determines the structure of the
turbulent f low and affects the intensity of the pro-
cesses of momentum, mass, and heat transfer. Correct
modeling of the bubble distribution over the channel
cross section is of great importance for the safe opera-
tion and prediction of various scenarios of emergency
situations in heat generators of thermal and nuclear
power stations.

The results of numerical simulation of the structure
of a polydisperse, non-isothermal, bubbly, turbulent
flow and the heat transfer behind an abrupt pipe diver-
gence with allowance for the processes of fragmenta-
tion and coalescence were provided in [130]. The
developed mathematical model is based on the Eule-
rian description with allowance for the inverse effect
of bubbles on the averaged and fluctuating character-
istics of the carrier phase. The turbulence of the carrier
phase was calculated with the transfer equations of
Reynolds stresses. The bubble dynamics was described
with allowance for the variation in the average volume
of bubbles due to expansion upon variation in the den-
sity, fragmentation, and coalescence. The calculations
were carried out at different initial air-bubble diame-
ters in the range  mm and with volume gas
contents of . It was established that small
bubbles occur over practically the entire cross section
of the pipe, whereas the large ones pass mostly
through the f low core and the shear mixing layer. The
bubbles behind the separation section have a smaller
size than the initial bubbles due to the fragmentation at
an increase in the intensity of the turbulence in the sep-
aration flow. The increase in the size of the disperse
phase causes an increase in the turbulent fluctuations in
the liquid phase upon separation flow around the large
bubbles. It was demonstrated that the introduction of

0 1 3bd = −
0 10%β = −
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air bubbles leads to a considerable decrease in the length
of the separation zone (up to 1.5 times) and an increase
in the heat-transfer intensity (up to two times); both of
these effects become stronger as the bubble size and
concentration increases.

The heat transfer in a submerged, bubbly, impact,
pulse, circular jet was numerically modelled in [131].
The effect of the variation in the pulse frequency and
the volume gas content on the heat transfer in a gas–
liquid impact jet was studied. The imposition of pulses
on an impact, bubbly jet causes both suppression of
the heat transfer in the vicinity of the braking point (up
to 20–25%) in the region of low frequencies and its
intensification (up to 15–20%) as compared to a sta-
tionary, impact, bubbly jet with the same time-aver-
aged mass f low rate of the two-phase jet.

A layer in which very long-distance sound propa-
gation is possible can appear in sea water at some
depths due to a decrease in its density or the speed of
sound for different reasons. This layer is called the
underwater sound channel. The layer with the mini-
mal speed of sound usually appears at a depth of sev-
eral hundreds of meters. Above this layer the speed of
sound increases due to the increase in water tempera-
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ture; below this layer, it increases due to the increase
in pressure. The described phenomenon was inde-
pendently discovered by the American scientists
J.L. Woezel and M. Ewing [132] and the Soviet scien-
tists L.M. Brekhovskikh and L. D. Rozenberg [133,
134]. Underwater sound channels may appear due to
variation in the water salinity, the presence of
nanobubbles, the vital activity of microorganisms, the
migration of bubbles from the bottom, etc.

The propagation of a wave pulse in liquid contain-
ing bubbles was considered in [135]. The criteria for
wave-pulse suppression by the bubbly screen were
established with respect to the initial system parame-
ters. It was demonstrated that a bubbly layer with a suf-
ficiently moderate initial volume content of bubbles
can totally suppress the wave signal.

The characteristics of the reflection and retraction
of harmonic waves at the interface between pure liquid
and liquid with bubbles with vapor–gas mixture were
studied in [136, 137] at their normal [136] and inclined
[137] incidence. The effect of variation in the equilib-
rium temperature in the range of 300–373 K (boiling
point) was numerically analyzed for two initial bubble
sizes:  and 10−3 m. The mass vapor content in
bubbles varied in the ranges  and

 for coarsely and finely dispersed
systems, respectively. The influence of the excitation
frequencies on the reflection coefficient and the
refraction index of sound was studied. It was shown
that, when the wave is incident from the side of bubbly
liquid on the boundary at a certain band of frequencies
higher than  (  is the eigenfrequency of bubbles),
the condition of the total internal reflection can be
realized.

The dynamics of weak harmonic perturbations in a
superheated, water–air, bubbly medium was studied
in [138]; in addition to the water vapor, there was an
inert gas that did not participate in the phase transi-
tions in the bubbles. A detailed analysis was carried out
for the patterns of the stability zones of the considered
systems with respect to the degree of liquid superheat-
ing on the plane of the volume content–radius of the
bubbles with an increase in the equilibrium pressure
from 0.1 to 10 MPa. The effect of the initial superheat-
ing (from hundredths to one degree) and the effect of
the pressure increase on the dispersion of harmonic
waves, along with the dependence of the increment on
bubble radius for instable systems, were established.

The collapse of a spherical cavity in an incompress-
ible liquid was first studied by Rayleigh in 1917 [139].
In particular, a mathematical model was developed for
the calculation of the bubble radius during its com-
pression. Ya.B. Zeldovich [140], C. Hunter [141],
E.I. Zababakhin [142], K.V. Brushlinskii [143],
A.N. Kraiko [144], and many others (e.g., [145, 146])
studied the problem of the collapse of a spherical cav-
ity in compressible and incompressible liquids.

610bd −=
0 0.023 0.996k = −

0 0.001 0.347k = −

bω bω
Detonation is a universal phenomenon. Detona-
tion waves exist in various homogeneous and hetero-
geneous media. Note that detonation in bubbly media
is a unique phenomenon, because the waves of a bub-
bly detonation can exist in systems with an extremely
low energy content. Having attributes common for all
waves (a self-maintaining, autowave, stationary pro-
cess), the wave of bubbly detonation has several char-
acteristics that are manifested in the structure, proper-
ties, and propagation mechanism [147–150].

The detonation process is a result of the collective
interaction of gas bubbles uniformly distributed in a
liquid. The gas bubbles ignited in the detonation wave
radiate the shock waves in the surrounding liquid, and
these waves compress and inflame the bubbles ahead
of the detonation wave. The characteristics of detona-
tion waves do not depend on the initiation conditions
and are determined by the parameters and physico-
chemical properties of bubbly media [151–154];
therefore, the detonation is an autowave process.

The dynamics of detonation waves in a chemically
active bubbly liquid was numerically simulated with
allowance for the relative motion of phases in [155]. In
this study, an acetylene–oxygen stoichiometric mix-
ture C2H2 + 2.5O2 is taken as a gas phase, and a mix-
ture of glycerin and water with the volume concentra-
tion of glycerin 50% is taken as a liquid. The ignition
of gas inside bubbles occurs when some critical tem-
perature  is reached. As a result of an instantaneous
chemical reaction, the gas temperature also changes
by some value  (which corresponds to the calorific
value of gas), due to which the pressure in gas and liq-
uid increases. The described process corresponds to
the fact that the time of chemical reactions is signifi-
cantly shorter than the characteristic time of bubble
pulsations. The calculations showed that accounting
for two-speed effects lead to a faster decrease in the gas
temperature in bubbles and in the pressure in the liq-
uid behind the detonation wave, practically to their
initial values.

An important feature of the dynamics of vapor–gas
bubbles is the ability to reach very high temperatures,
densities, and pressures in them. In [156] the features
of the shock compression of vapor bubbles with a
diameter of 1 mm and the increase in their asphericity
during collapse were compared in the hydrocarbon
liquids acetone, benzene, and tetradecane. At the
beginning of the compression, the vapor is in the sat-
uration state at a pressure of 1.03 MPa, while the bub-
ble collapse is caused by a pressure in the liquid of
5 MPa. It was established that, with the collapse of
such a bubble in acetone, only weak compression
waves appear in its cavity. In bubbles in benzene and
tetradecane, which have a considerably larger molec-
ular mass and a correspondingly lower speed of sound
in vapor, intense, radially converging compression
waves are generated, and they transform into shock
waves.

*T

TΔ
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The purification of water from various admixtures
is a topical problem. If the contaminant molecules are
not soluble in water, natural water self-purification
[157] occurs upon the displacement of the admixture
from the water volume to its surface. The process of
the displacement of admixture molecules towards the
water surface can be accelerated by the character of
their interaction in water and by bringing the interface
closer to them. One of the proposed methods consists
of the introduction of bubbles into the water volume.
In this case the bubble surface is an interface between
water and air inside the bubble, and the process of the
attachment of an admixture molecule to the bubble
surface may be beneficial in terms of energy [158].

A method of water purification from admixture
molecules with air bubbles was considered in [159]
The bubbles are generated at the bottom of a vessel;
f loating upwards, they capture the admixture mole-
cules and transfer them to the surface of the water
flow. The admixture molecules are then removed from
the surface or destroyed on it under the action of the
surface electric discharge. Theoretical and experimen-
tal analyses demonstrated that this method of water
purification can be realized in practice. It was con-
cluded that this method is inappropriate for large-
scale water purification due to the large number of air
molecules needed to remove a single admixture mole-
cule, but it can be convenient to remove, e.g., biohaz-
ardous admixtures, from water.

An underwater rocket launch is accompanied by
processes of the intense exhaust of hot fuel-combus-
tion products into water and intense heat and mass
transfer of hot gas with liquid, which occur at the igni-
tion of the propulsion engine in a silo submerged in
water, at the start of solid-propellant gas generator in
water, and in the processes concurrent to the launch
[160]. As a result, there is a complex, significantly
nonstationary pattern of the interaction between hot
gas jets and water, which leads to the generation of a
two-phase f low with bubbles. Note that the gas
exhaust creates an intensive circulation of liquid,
which, in turn, acts on f loating bubbles and gas–liquid
structures.

A physical model that allows mathematical simula-
tion of the interphase interaction at the hot gas–water
interface was developed in [16]. The thermal and gas-
dynamic processes in underwater rocket launch were
calculated.

CONCLUSIONS

The problems and features of the study of the f lows
of continua containing a disperse admixture in the
form of solid particles, droplets, or bubbles were con-
sidered. Some results of recent studies of two-phase
flows and the prospects for their use to solve a wide
range of applied problems were described.
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