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Abstract–Flows of two immisible f luids are considered taking into account the capillary and gravity
forces. The flow is described using a viscous incompressible f luid model within a two-dimensional for-
mulation. The Navier–Stokes equations are solved numerically by an extended finite-element
method, which allows for the presence of a strong discontinuity on the interface. The interface loca-
tion is tracked using the level set method. This approach makes it possible to study flows with a varying
topology of the interface. The calculation results are presented for the problems of a rising 2D bubble,
development of the Rayleigh–Taylor instability, and a film flowing down a vertical wall in an extended
region.
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The mesh methods of modeling transient f lows with interfaces can be separated into methods with
explicit capturing of the interface on deformed meshes and the methods in which the location of the inter-
face is determined using immovable meshes. In the first class of methods, during the calculation the inter-
face coincides with a mesh line, which makes it possible to take into account fairly simply the discontinu-
ities of the functions and their derivatives in the calculation scheme. The most widely encountered repre-
sentatives of the second class are the volume of f luid method and the level set method. The advantage of
the latter one is the fact that the interface is not smoothed and can be found implicitly using an auxiliary
function, i.e. the level function, for which a transport equation is solved. This makes it possible to consider
explicitly discontinuities of functions in the mathematical formulation of the method. The presence of
discontinuities inside the cells can be taken into account, in particular, using an extended finite element
method (XFEM) [1], in which the standard spaces of sampling and weighting functions is complemented
by a set of functions which allow for discontinuities on the cells. The main advantage of the second class of
methods is their higher universality, for instance, in modeling flows with a varying topology of the interface.

In the present paper, we describe a realization of the level set method in combination with the extended
finite-element method [2–5] for modeling two-phase f lows of immisible f luids in extended regions with
the capillary forces, the gravity force, and possible complex deformations of the interface taken into
account. The algorithms are tested with the reference to the examples of problems of a rising two-dimen-
sional bubble and Rayleigh-Taylor instability. The results of applying this method to the problem of the
development of a film flow in an extended region are also discussed.

1. FORMULATION OF THE PROBLEM

A two-dimensional f low of two incompressible viscous f luids separated by an interface  is
described by the Navier–Stokes equations:
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Fig. 1. Scheme of the two-phase f low region with an interface.
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Here, subscript α takes values 1 and 2 for the parameters of the first and second fluid, respectively;
ρα is the density;  and  are the vectors of velocity and mass forces;

 is the stress tensor whose components take the following form in Cartesian coordinates x =
:

Here,  and μα are the pressure and dynamic viscosity coefficient;  is the Kronecker delta;
, and .

On the interface, the conditions are satisfied:

Here,  and  are the constant surface tension coefficient and the curvature of the interface
between the two fluids, and n is the normal vector. On the immovable boundaries of the f low domain con-
sidered Ω, the Dirichlet or Neumann conditions for the velocity are set or the stress vector are specified.
At the initial instant, the position of the interface and the velocity field are known. We represent  as a
combination of domains Ω1 and Ω2 (Fig. 1) occupied by the first and the second fluid and introduce the
common notation for the parameters of both media, omitting superscript α; for instance, for pressure:

, when .
Let , , , and  be the characteristic length, velocity, density, and viscosity (as the two latter

parameters, the density and viscosity of one of the f luids can be chosen). After nondimensionalization
using the formulas (the prime denotes dimensionless variables)

the following dimensionless parameters characterizing the f low appear in the problem formulation:

In what follows, the primes in the dimensionless parameters are omitted.

2. NUMERICAL METHOD
In this section we describe the key issues of the method used. The main ideas of the algorithms realized

in modeling the f lows with interfaces and other variations of the methods used are discussed in detail
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in [2–5]. To track the motion of the interface, the level set method [6] is used. The function  is intro-
duced which has the following properties:

1. ;

2.  if  and  if ;

3. .

The first two properties of this function are retained if it satisfies the transport equation

(2.1)

The third condition makes it possible to find the normal direction to the interface using the for-
mula  for . However, to keep this property satisfied, it is necessary to perform periodically
a re-initialization of the function  to ensure that this condition is satisfied and keep unchanged the
position of the interface ( ).

The initial-boundary-value problem for the Navier–Stokes equations is solved numerically using a
GLS (Galerkin/Least-Squares) stabilized finite-element method. Possible discontinuities of the solution
and its derivatives on the interface are described using the extended finite-element method (XFEM) [1–5].
The calculation domain  is represented as a combination of the rectangles , , of a regular
mesh with steps ,  along the x1 and x2 coordinates, with the mesh having m nodes . The standard
finite-dimension approximations of the spaces of sampling and weighting functions on the mesh are com-
plemented with the functions which allow for strong pressure discontinuities in the cells containing the
interface. An approximate solution  is sought in the form

(2.2)

Here, , ,  are the coefficients to be found which depend on time;  are piecewise bilinear
continuous functions, and ; , , . The second summation in the
expression for ph is performed over the nodes of each cell containing the interface. On these cells, the func-
tions Mk(x, t) are determined as follows:

Here,  is the constriction of function Nk onto the cells containing interface ΓS. We note that for the
velocity in (2.2) we use a standard approximation. Time discretization was performed using an Euler
implicit scheme of the first order with a constant step Δt. To avoid the explicit calculation of curvature 
in the numerical solution, we used the approach described, for instance, in [2] which is based on the appli-
cation of the Laplace–Beltrami operator.

The transport equation (2.1) is also solved by a stabilized finite-element method. In each global time
iteration, we used the method of successive approximations, which made it possible to adjust the solutions
of motion equations (1.1)–(1.2) and of Eq. (2.1) for determining the interface. A system of linear algebraic
equations with an ill-posed matrix for Eqs. (1.1)–(1.2) is solved by a direct LU-decomposition method
which makes it possible to avoid the problem associated with poor convergence of iteration methods due
to the expansion of the spaces of sampling and weighting functions [8].

The stabilized finite-element method used in this study was successfully applied by the authors of [9–
11] to studying 2D and 3D single-fluid f lows past bodies. In addition, in those papers one can find the
results of testing the method for single-phase f lows and the details of algorithms. In the next sections of
the paper, we will present the results of applying the method described above to solving three problems
with interfaces. The first two problems are the classical examples of testing numerical algorithms for two-
phase f lows (for instance, see [12, 13]). The third problem is the demonstration of capacity of the method
to calculate f lows in extended regions with restructuring wave patterns.
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Table 1. Regimes of rise of the “2D bubble” considered in the study

Regime  (kg/m3)  (kg/m3)  (kg/(m · s))  (kg/(m · s))  (kg/s2)

I 1000 100 10 1 24.5 0.02, 0.002
II 1000 1 10 0.1 1.96 0.005, 0.001

ρ1 ρ2 μ1 μ2 σ Δ = Δ , Δ1 2( ) t
3. RESULTS OF THE APPLICATION OF THE METHOD
3.1. A rising “Two-Dimensional Bubble”

Two regimes of rise of a 2D bubble are modeled taking into account capillary forces (see Table 1).
These regimes are artificial tests [12]. In the first of them the parameters are chosen so that the bubble is
deformed only slightly (Fig. 2a). In the second example, at a certain instant of time the topology of the
interface changes: from the main bubble secondary bubbles separate (Fig. 2b). In [12], the numerical
results obtained using computer codes of three independent groups of researches are presented. Below, the
results are represented in dimensional form for convenience of comparison with [12]. At the initial instant
of time, both f luids are at rest and the interface is a circle with the radius of 0.25 m and the center located
at the point  m,  m. In the gravity field  m/s2,  the light-weight f luid
(2D bubble) starts rising. The f low domain is a rectangle , on whose boundaries

,  the no-slip condition is satisfied, and on the boundaries ,  the slip conditions
are specified. The comparison of the interface shape at t = 3 s and the time dependence of the ordinate of
the bubble center of mass with the data from [12] is given in Fig. 3. A noticeable quantitative difference is
observed only in describing the process of separation of secondary bubbles, with the other results being in
good agreement. The authors of [12] note that in the second test all three computer codes considered also
give different results for the process of separation of secondary bubbles, despite the fact that the results
completely coincide until the beginning of this process (the same is true for the first test as well). In Fig. 3,
it is clear that the present calculations lie most close to those obtained by the MooNMD algorithm in
which deformed meshes were used, with the nodes traveling together with the interface.

3.2. Rayleigh–Taylor Instability

Two liquid layers separated by a horizontal interface are at rest in the gravity field. The situation is con-
sidered when this equilibrium is unstable. The density of the upper liquid is greater than that of the lower
liquid. At the initial instant of time, small disturbances of the interface are introduced. The capillary forces
are neglected.

Figure 4 shows the comparison with the data [13] for the parameters described below. The f low domain
is a rectangle  with the no-slip conditions on the boundary. The disturbance at the
interface at the initial instant of time is specified by the equation . The densities of
the f luids differ in 1.8 times and the kinematic viscosities of the f luids coincide. The Reynolds number is
R = 420 (the characteristic linear scale L0 is the length of the domain along the x1-coordinate and the
characteristic velocity , where g is the gravity force acceleration).

The calculations were performed on the grid with the spatial and time steps ,  = 0.005.
For comparison, in Fig. 4 we present the data obtained in [13] using the level set method on the 312 ×
614 grid. Despite a qualitative agreement, the results have some differences which may be associated with
the mesh resolution.

3.3. A Film Falling Down a Vertical Wall

We will consider five regimes of a film f low down a vertical plane, which are presented in Table 2.
As the characteristic dimensional parameter scales, we chose density , dynamic viscosity , film thick-
ness L0, and characteristic velocity . The parameters of the second fluid are chosen so

that their influence on the f low is insignificant: , .
At the initial instant, interface  is described by the formula  and the f low parameters corre-

spond to a steady-state solution with the parabolic velocity profile , .
On the plane vertical wall (x2 = 0), the no-slip condition is specified. On the inlet boundary ( ), the

= .1 0 5x = .2 0 5x = .0 98F θ = −π/2
≤ ≤ ; ≤ ≤1 2{0 1 0 2}x x

=2 0x =2 2x =1 0x =1 1x

≤ ≤ ≤ ≤1 2{0 1; 0 2}x x
= − . π2 11 0 15sin 2x x

=0 0U L g

Δ = Δ = .1 2 0 01 Δt

ρ0 μ0

= ρ μ2
0 0 0 0/(3 )U gL

ρ ρ =1 2 3/ 10 −μ μ = ×1 2 3/ 5 10
ΓS =2 1x

, = . −1 2 2( 0) 1 5 (2 )u x xx , =2( 0) 0u x
=1 0x
FLUID DYNAMICS  Vol. 55  No. 3  2020



318 ALEKSYUK, SHKADOV

Fig. 2. Evolution of the boundary of a rising “two-dimensional bubble” for regimes I (a) and II (b).
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film thickness is fixed and the periodic velocity f luctuation is specified: [1 +
asin(2πft)], , where a and f are the given amplitude and frequency of velocity f luctuations at
the inlet. At the outlet ( ), we specify the soft boundary conditions .
The dimensions of the calculation domain, the spatial and time steps, and the values of the parame-
ters Re, We, and f are given in Table 2 (the amplitude  for regimes B–E and  for
regime A).

The dependences of the film thickness on the longitudinal coordinate for regimes A–E are shown in
Fig. 5. The initial stage of the wave development can be described using the linear stability theory. After
linearization of the Shkadov evolutionary equations [14], using the normal mode method (the film thick-
ness is sought in the form ), we obtain the dispersion equation

(3.1)

, , = . −1 2 2 2(0 ) 1 5 (2 )u x t x x
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Table 2. Regimes of the falling film flow considered and the complex wave numbers found from the solutions of dis-
persion equations (3.1) and (3.2) with a positive phase velocity and minimal (in absolute value) negative amplifica-
tion factor ki for 

Regime Re We f Region k – solution (3.1) k – solution (3.2)

A 16.2 46.87 0.0054 1500 × 5 1, 0.1, 0.0050 0.01138 – 0.00068i 0.01141 – 0.00082i

B 16.2 46.87 0.0252 600 × 2.2 1, 0.1, 0.0025 0.05847 – 0.01147i 0.06028 – 0.01294i

C 16.2 46.87 0.0404 1000 × 2.5 1, 0.1, 0.0020 0.10260 – 0.01787i 0.10680 – 0.01882i

D 16.2 46.87 0.0718 1500 × 5 1, 0.1, 0.0050 0.17656 – 0.00861i 0.18236 – 0.00819i

E 32.4 46.87 0.0718 1500 × 5 1, 0.1, 0.0050 0.17839 – 0.00453i 0.18390 – 0.00426i

ω = π/2f

Δ , Δ , Δ1 2 t
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Fig. 3. The bubble surface at t = 3 (a, b) and the time evolution of the x2-coordinate of the center of mass of the rising “2D
bubble” (c, d) for regimes I (a, c) and II (b, d). The solid line shows the present calculations; the dashed line and dots
show the results of [12]; three different markers of the dots in figure (b) correspond to the calculations using three different
computer codes; in figures (a, c, d) the dashed line corresponds to the calculations using the MooNMD code [12] (for
regime I, in the scale of the figures the results obtained using two other programs lie on the shown dashed curves).

1.4
(a) Mode I (b) Mode II

(c) Mode I (d) Mode II

x2

x2 x2

x1

1.2

1.0

0.8

0.6

1.0

0.8

0.6

1.0

0.8

0.6

0.60.2 0.4

0.5 1.0 1.5 2.52.0 3.0
t

0 0.5 1.0 1.5 2.52.0 3.0
t

0

0.8

1.4
x2

x1

1.2

1.0

0.8

0.6

0.60.2 0.4 0.8
We also consider the dispersion equation obtained from the second-order equations [15], in which a
deviation of the parabolic velocity profile used in the Kapitsa–Shkadov method is taken into account:

(3.2)

In Eqs. (3.1) and (3.2), a complex wave number  is sought, and frequency ω is assumed to
be known and related to the forced frequency at the inlet as . If the amplification factor ki is neg-
ative (positive), the waves grow (attenuate) in the space. A detailed derivation of the dispersion equations
is given, for instance, in [15].

For the case considered, Eqs. (3.1) and (3.2) have three roots corresponding to growing solutions, and
one root corresponding to an attenuating solution. For example, for regime E the roots of the dispersion
equation (3.1) are:

(3.3)

The solutions realized in the numerical modeling of regimes A–E correspond to the roots with a pos-
itive phase velocity and minimal (in absolute value) amplification factor , i.e., the first root in this
case. The coorresponding roots for each regime are given in Table 2. In Figs. 5b–5e, we present the com-

( ) ( )+ − + ω + + ω − ω − ω =4 3 2 21 12 18 9 34 2ReWe Re 3 Re Re 0.
3 5 35 5 35 5

k ik i k i k i

= +r ik k ik
= πω2f

. − . ; . − . ; − . − . ; . + .0 1784 0 0045 0 1073 0 2346 0 3558 0 0217 0 0700 0 2609 .i i i i

< 0ik
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Fig. 4. Evolution of the interface between a heavy and a light-weight f luid in the Rayleigh–Taylor instability problem. The
interface is shown for t = 1 (a), 3 (b), and 5 (c). The solid line shows the present results obtained on a 100 × 200 mesh;
the dashed line shows the data [13] obtained on a 312 × 624 mesh.
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Fig. 5. The interface for regimes A–E: the solid line (blue) shows the present calculations; the dashed line (black) in
figure (b) shows the data [16]; the thin solid line (red) shows the linear stage of disturbance development corresponding
to the solution of Eq. (3.2).
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parison of the calculation results with the linear theory based on dispersion equation (3.2). As is clear, for
all regimes considered the amplification factors of the disturbances and the wave numbers agree well. The
solution of the classical dispersion equation (3.1) gives similar values (see Table 2): the frequency differs
by no more than 4%, the difference in the amplification factor is as large as 11% and 16% for low frequen-
cies (regimes A and B). In Fig. 5a, we do not give a comparison with the linear theory because in this case,
on the background of low-frequency waves determined by the inlet frequency, more unstable high-fre-
quency disturbances start to grow fairly rapidly (see Fig. 5a at ).≈1 400x
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Fig. 6. Temporal and spatial evolution of the interface for regimes A and D: (a, b) show the time dependences of the film
thickness for regimes A and D at the points x1 = 200; 400; 600; 800; 1000; and 1200; (c) shows the interface for regime D
at different instants of time with the step  (the value  is close to the frequency at the inlet,

).
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Regimes B–D were modeled earlier in [16] (see Figs. 2a, 2b, and 2d in [16]). In that study, a finite-
difference marker-and-cell method was applied to single-phase f lows on grids with ,  =
0.08333, and . The calculation results agree with each other. This is clear, for instance, from the
comparison of the nonlinear wave formation stage and the limiting wave regime in Fig. 5b. It should be
noted that the limiting regimes are also well reproduced by finding the optimal waves of the global attrac-
tor [17], determined on the basis of integral evolutionary equations [14].

The development of wave structures can be tracked using the graphs of the time dependence of the film
thickness at fixed points of space and the time variation of the interface shown in Fig. 6. An interesting
specific feature arising in the numerical modeling is a wave propagating into the region of the wave-free
solution. For regimes A and D (with the maximal difference in disturbance frequency in the inlet section),
it is clear from Figs. 6a, 6b that this wave propagates with a similar velocity, approximately equal to 4.
However, for regime A the front boundary in the plane  is slightly shifted to the right, which is asso-
ciated with the difference of the disturbance frequency in the inlet section. In addition, during a certain
time interval after the passage of the wave the time dependence of the film thickness is qualitatively
repeated for regimes A and D. In Fig. 6c, two transitional stages are clearly manifested. First, as a result
of the loss of stability of the wave-free regime regular waves are formed. These waves also turn out to be
unstable, and the second region of transition to the limiting wave regime arises. The boundary of the
regular wave regime can be displaced at the distances of the order of hundred film thicknesses.

SUMMARY

The results of the application of a level set method in combination with an extended finite-element
method to numerical solution of the Navier–Stokes equations describing two-phase f lows with an inter-
face are presented. Three problems of f lows with interfaces are considered: a rising 2D bubble, develop-
ment of the Rayleigh–Taylor instability, and a film falling down a vertical wall. In all cases, the results
agree with the data of other authors. The approach described makes it possible to perform quantitative cal-
culations of transient two-phase f lows with interfaces in extended domains and the f lows with varying
topology of the interface.
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